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I Recommender Systems (RecSys)
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I Recommender Systems (RecSys)

1 Recommendation has been widely applied in online services:
% E-commerce, Content Sharing, Social Networking ...

amazon eb y -

LR o

Product Recommendation

Frequently bought together

Total price: $208.9
Add all three to Cart | Amazon’'s  recommendation  algorithm

Add all three to List | drives 35% of its sales [from McKinsey,
2012]




I Recommender Systems (RecSys)

1 Recommendation has been widely applied in online services:
% E-commerce, Content Sharing, Social Networking ...

You( [T

o TikTok

News/Video/Image Recommendation

TikTok's recommendation algorithm
Top 10 Global Breakthrough
Technologies in 2021

MIT
Technology
Review
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Large Language Models (LLMs)
are Changing Our Lives

@OPGHN O\ Meta 12 Google Al ------

https://github.com/Hannibal046/Awesome-LLM/tree/main



} LLMs in Natural Language Processing

Sentiment Analysis

Information Retrieval

Doc1
Doc 2
Doc 3

Information Extraction
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Machine Translation Natural QuestionAnswering
Human: When was Apollo
sent to space?
Language
- Machine: First flight -
Processing o
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Large Language Models (LLMs)




I LLMs in Downstream Domains

1 Molecule discovery, etc.
Education ’ -

Eenol  dhestd (5m;0
SMILES C1(0)=CC=C (a) Molecule Captioning
String:  C=Cl
4 N
Molecule ) ( - )
6‘:-:‘::" Please show me a description of this molecule:
”' "C1=CC=C(C=C1)0C2=CC=CC=C2" J
\ - S -/ X
(a) Molecule Represen_ | The molecule is an aromatic ether in which the |
. oxygen is attached to two phenyl substituents. l
tations It has been found in muscat grapes and vanilla. |
Chemist Healthcare : It has arole as a plant metabolite.
I y . W 4
c1(0) cc=cc cc-c1 f (b) Text-based Molecule Generation
‘ The molecule
@ L,)rs [Structure]. { 8 O
[P"OPe"fY] ﬁelp me generate a molecule based on the R @

(b) Molecule Caption-
ing.

' 7 c10)=cc=cc=c1’
The molecule
is [Structure]

“ - . \

is... 2 ) iy

‘ [Property]... F‘>@_f AQ.J
\ppd AT wm,

©® ChatGPT

iven description
F‘he molecule is a quinolinemonocarboxylate that
s the conjugate base of xanthurenic acid,
obtained by deprotonation of the carboxy group.
It has a role as an animal metabolite. It isa
lconjugate base of a xanthurenic acid. j
| C1=CC2=C(C(=C1)[O-])NC(=€C2=0)C(=0)0 \

| C— _ /

3 J

"Empowering Molecule Discovery for Molecule-Caption Translation with Large Language Models: A ChatGPT Perspective." arXiv preprint arXiv:2306.06615

(2023).



[Chemistry]

]

[Healthcare]

nstruction-
following

QI
Conversation4 Instructione

Interactive
o diagnostic

TO““" we'll be

ysimng
o |earn how to.....

Chot GPT

@ Patient-friendly & Doctor-like

Distilled »
A
+ &
Distilled

Instruction
Data

—

2 a2 )
L J
Distilled
Conversation

Data
-/

Real-world v

L 4

Real-world
Instruction
Data

-

2 e )
L3 4
Real-world
Conversation

Data
—_ /

"HuatuoGPT, towards Taming Language Model to Be a Doctor." arXiv preprint arXiv:2305.15075 (2023).
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LLMs in RecSys

Top-K Recommendation Rating Prediction

A user recently watched movies:

e :
i A *
! ‘A Lo I
= I

Based on the watch history, please 8.0
recommend five candidate movies

Here is the movie rating history of a

: E i'j‘
ﬂ n u-. :

92 98 ) ® @ @ Please recommend some ... to me.
Based on the above rating history of -

[User]: I recently watched a science
fiction movie named Interstellar

& =W

=t

that the user might be interested in
from the following list:

this user, please rate a movie named
John Wick: Chapter 4 with a range -

[User]:.....

of 1-10 points.

1 2 3

Could you recommend other ... .

=

[User]: But I don't like ... because ...

Explanation Generation

A new movie named The Godfather
Part II 1s recommended to a user,

who has recently watched movies:

Please explain why this new movie is
recommended to the user.

T

——

Large Language Models (LLMs)
for Recommender Systems

ChatcPT o ff¥ GPT-J

m LLGMA Vicuna °°°

—

The movie John Wick: Chapter 4 has [LLM]: Sure! Here are some ...
the similar ... to ... movie in the rating recommended to you: ... .
history. -

o

Based on the watch history, I assume
this user is interested in movies of
... genres and ... actor/actress. Here

e0o
Thus, the rating is likely to be 9.0. -

are the top five candidate movies: [LLM]: ......

©00060

[LLM]: My apologies! Here are ... .

Y

This new movie is recommended to
the user because the ... features of
this new movie are similar to the ...
of movies that recently watched by
this user. Thus, the user may want to
watch the recommended new movie.



I Potentials of LLMs in RecSys

As the parameter size of LLMs continues to scale up with a larger training corpus ...

d Language understanding and generation ability :‘:

NS

* LLMs can comprehend human intentions and generate language responses that are more
human-like in nature.

=8 =
T/
1 Generalization capability ah

NS

» LLMs can apply their learned knowledge to fit various downstream tasks, even without being

fine-tuned on specific tasks.
® &

->

L Reasoning capability R 5

o

* LLMs can generate the outputs with step-by-step reasonings to support complex decision-
making processes.



| Language Understanding & Generation &

O Sufficiently capture textual knowledge about users and items

7

\/

* Rich textual side information about users and items in RecSys

\/

s Diverse open-world knowledge encoded in LLMs

Recommendations O Yes!

retrieve
L R

mouse is a component of PC
maybe she needs a mouse

UserID: 0057 Item ID: 0046 c% § = O

Item Title: Wet n Wild Mega Last 8 g / :e.\

Lip Color 908C Sugar Plum Fairy E g — P eHCOde.d knov}'?edge

Review: The color is a perfect mix of 8 Q t query reasoning ability

dark purple, red and pink. The only D1 o

downside 1is the drying aspect of the -8 ;:

lipstick, which I counteract by using ER - c.g.,

lip balm before putting it on. 2 % user_1 has bought item 2.
< t transform user 1 is a CS student.

item 2 is a computer.

interactions and features .
will user 1 buy a mouse?

(continuous or categorical)

"Collaborative Large Language Model for Recommender Systems.” arXiv preprint arXiv:2311.01343 (2023).



| Generalization

1 Adapt to various recommendation tasks even without being fine-tuned

\/

s LLMs can apply their learned knowledge to address recommendation objectives

\/

% Multi-task adaption by providing appropriate task instructions or a few task demonstrations

Top-K Recommendation Explanation Generation

A user recently watched movies: Here is the movie rating history of a [User]: I recently watched a science A new movie named The Godfather

user: fiction movie named Interstellar Part II i1s recommended to a user,

ote | E% .
ﬂ uﬁ ‘ -a;.“

1 S
. EIE
=

Based on the watch history, please 92 98 7] @ @ @ Please recommend some ... to me. who has recently watched movies:
recommend five candidate movies Based on the above rating history of i (EEy  :
that the user might be interested in this user, please rate a movie named [User]: ...... kT E
from the following list: John Wick: Chapter 4 with a range — s

of 1-10 points. [User]: But I don't like ... because ...  Please explain why this new movie is
o 9 9 """ e """ Could you recommend other ... . recommended to the user.

p Large Language Models (LLMs) 2 , ven
Chat6PT aﬁ GPT-J for Recommender Systems m =-alA Vicuna

Based on the watch history, [ assume  The movie John Wick: Chapter 4 has [LLM]: Sure! Here are some ... This new movie is recommended to

this user is interested in movies of the similar ... to ... movie in the rating recommended to you: ... . the user because the ... features of
... genres and ... actor/actress. Here history. this new movie are similar to the ...
are the top five candidate movies: bt [LLM]: ...... of movies that recently watched by

e o 0 e o Thus, the rating is likely to be 9.0. this user. Thus, the user may want to
[LLM]: My apologies! Here are ... .  watch the recommended new movie.



] Reasoning

d Support complex decision-making processes in RecSys

\/

* Retrieve information from large contexts and control multi-step recommendation tasks

\/

% Generate outputs with step-by-step reasoning empowered by chain-of-thought prompting

Recommendation Candidate Set
User Slate = Ranker __
Simulator [@
B | < el
LLM Be= LLM 1 e B
® !

@ explanations

4

<—
Dialogue
L ~ conversation Manager recommendation | Recommendation
h o request Engine
LLM
® !

User

User
Profile

®

"Leveraging Large Language Models in Conversational Recommender Systems.” arXiv preprint arXiv:2305.07961 (2023).



I A Comprehensive Survey Paper

Top-K Recommendation

A user recently watched movies:

5N - )
i — \

Based on the watch history, please

recommend five candidate movies
that the user might be interested in

from the following list:

000 -0 .-

Recommender Systems in the Era of
Large Language Models (LLMs

Wengi Fan, Zihuai Zhao, Jiatong Li, Yunging Liu, Xiaowei Mei, Yigi Wang,
Zhen Wen, Fei Wang, Xiangyu Zhao, Jiliang Tang, and Qing Li

Here is the movie rating history of a
user:

- PP

80 92 98 755
Based on the above rating history of
this user, please rate a movie named
John Wick: Chapter 4 with a range
of 1-10 points.

https://arxiv.org/abs/2307.02046

[User]: I recently watched a science
fiction movie named Interstellar
&

@ @ @ Please recommend some ... to me.

[User]: ......

[User]: But T don't like ... because .
Could you recommend other ... .

A new movie named The Godfather
Part Il is recommended to a user,

who has recently watched movies:
~ BB

Please explain why this new movie is
recommended to the user.

[ Cha'rGPT V. ol

Large Language Models (LLMs)
for Recommender Systems

le—aMA Vicuna "'}

————

Based on the watch history, I assume
this user is interested in movies of
... genres and ... actor/actress. Here
are the top five candidate movies:

00000

The movie John Wick: Chapter 4 has
the similar ... to ... movie in the rating

history.

Thus, the rating is likely to be 9.0.

[LLM]: Sure! Here are some ...
recommended to you: ... .

®e® LLM]: ...

[LLM]: My apologies! Here are ... .

This new movie is recommended to
the user because the ... features of
this new movie are similar to the ...
of movies that recently watched by
this user. Thus, the user may want to
watch the recommended new movie.

ICDM’2023
Tutorial
Website (Slides)

Tutorial website: https://advanced-recommender-systems.github.io/lims_rec tutorial/

Zoom ID:
91649466943
Password:
2023172

15



https://arxiv.org/abs/2307.02046
https://advanced-recommender-systems.github.io/llms_rec_tutorial/

I Recruitment

 Our research group are actively recruiting self-motivated Postdoc,
Ph.D. students, and Research Assistants, etc. Visiting scholars,
interns, and self-funded students are also welcome. Send me an
email if you are interested.

R

*» Research areas: machine learning (ML), data mining (DM), artificial
intelligence (Al), deep learning (DNNs), graph neural networks (GNNSs),
computer vision (CV), natural language processing (NLP), etc.

¢ Position Details:

https://lwenqifan03.github.io/openings.html

L)
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Our Survey: "Recommender systems in the era of large language models (IIms)." arXiv preprint arXiv:2307.02046 (2023).



Overview

Presenter:
Yunqing Liu

RecSys

© Collaborative Filtering (CF)

© Content-based Recommendation
©® Deep Recommender Systems

Zoom ID:
91649466943
Password:
LLMs 202312
O Encoder-Only S
O Decoder-Only El o
O Encoder-Decoder h"ﬁ :
[=]

Website QR Code



Recommender Systems

E Historical user-item interactions or @ Predict how likely a user would

INPUT  additional side information (e.g., OUTPUT interact with a target Item (e.g., click,
social relations, item’s knowledge, etc.) view, or purchase)

r———"™"FT——"Ff"7T>—™""™>""~>""™>"™>""™>""™>""™>""™"7"™"7™"/™—7— 1
| Title: Spider Man (2002)
| Genre: Action - Adventure - Sci-Fi1

| :
User-item Interaction History | Actor: Tobey Maguire, ......

|
|
I
I
I
|
: |
i i \ - - -
‘ Man America Xon Man MRS \ Side information I :
. I
I
|
|
|

N o m ¢ = - e s Em e Em s e e s e e e e s e Em § Em e Em  Em e Em M Em G Emeem e Eme eme o

Occupation: Student

| ] .

e Spider  Captain Toy e, & | Reviews: 1. Considered as one of
i i FrmEe e e e 1 | the most successful superhero
| m ftems s il Item set year, genre, actor, H , d
! (mOVieS) > S - :::"9‘ . o r e_vi_ews_’ EtE'_ o1 | mOV1eS ever ma e ......
: (el : | e
: : N e e e
f = | Name: Pet “:
: i Side information | alfle' © er. . _ |
: - [ I Social Relations: David (Friend),... |
! ] e (e 40 4 . | Userset | i i X !
! n users [e % & i social relations, age, 1 | Age: 18 :

- St < p - ! ender, occupation, etc. .

t Lily Peter David Lala i R bl e g il ' I Gender: Male :
|
|
|
|



I Collaborative Filtering (CF)

d The most well-known technique for recommendation

s Similar users (with respect to their historical interactions) have similar preferences.

\/

% Modelling user’s preferences on items based on their past interactions (e.g., ratings and clicks).

1 Learning representations of users and items is the key to CF

User-item Rating Matrix R EET
User-item Interaction History e e

Man merica
(SN Ry ’f”'}
et T T A T T T T T T T T s = ~. g"l\ vee R -
4 ider aptain (6} ron Man ini N (W H o .
! an meri 0 \
‘ ‘W e . 1 . -
. Tovosld- . ¢
=~ -@V Y 1
A (RN} [e '
e | L

5|42 2| ?

_ items —

I mitems 7ML
! (movies) &5 \
i \

212057 |2]2? —] W T ]

— nusers

21212 |25

- users —

T
m items (movies)

Task: predicting missing movie ratings in Netflix.



| Content-based Recommendation

1 Taking advantage of additional knowledge about users or items
 Enhancing user and item representations for improving recommendation

performance
=~ — T — o ————————— 1
| Title: Spider Man (2002) :
: Genre: Action - Adventure - Sci-Fi:
............. User-item Interaction History | ﬁ“"r‘ T"lbeé’ Ma.%“ireé et |
Spid i g, ™ _ : | Reviews: 1. Considered as one of !
; maﬁr ir;:g Toy Iron Man Minions®. Side information | th % ¢ fl h :

: g 1 | W memmmmmmmem———a | m rher

! (movies) B A t.e!w,!jn!f.!!(.l ] YA (LN A @ ‘3-:;?;9 1 revieWS' etc. ; movies €ver made ...... :
: A '\ L ey TITEY] k = T : |
Ziees | TE e ] l___ _____________________ I

—————— — — — — — — —— —— —— — — — —— — —
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Gender: Male

Occupation: Student
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l Deep Recommender Systems

d Deep learning techniques have been effectively applied to develop recommender
systems

1 Remarkable representation learning capabilities

= =
- Prediction layer
& & & -
2 e = L Hidden layer
(e.g., MLP, CNN, RNN, etc. )
AT LR LZSKL - Embedding layer
Red1 Fldm FeldM

Interaction



I NeuMF

(d NeuMF unifies the strengths of MF and MLP in modelling user-item interactions

\/

¢ MF uses an inner product as the interaction function

\/

% MLP is more sufficient to capture the complex structure of user interaction data

Training
Log loss

AR
Score ( J,;) Yui) Target

g

i
/ [ NeuMF Layer W \

Concatenation
| MLP Layer X
GMF Layer ‘ * RelU
4
lement-wise l MLP l-’ave':eiu
Product MILP Layer 1

S

7 = = — S
MF User Vector MLP User Vector MF Item Vector | l MLP Item Vector ‘
o[o[oW ofo] - ololo|o[fa] o] -
User (u) Item (i)

"Neural collaborative filtering.” Proceedings of the 26th international conference on world wide web (2017).



| Caser

d Top-N sequential recommendation models each user as a sequence of items
Interacted in the past and aims to predict top-N ranked items
 Convolutional Sequence Embedding Recommendation Model

Embedding Look-up Convolutional Layers Fully-connected Layers
S @
User Sequence  Latent Space Horizontal Filters Predictions - : c : r Y /
) o -\ O
_ * / : : : convolution max . — O
= . - — o @e (@ 5
= ‘7 |em| T e0@ -
F1.2 x d Great Wall - O
L : horizontal convolutional layer (wt)
s . S. 8
cfida6n) i vert/cai convolutional layer . o O
) me o[ =~ \i - /|-
- T=2 : P y' @ @ U
= B : k. - —
. < E0 B e Bar L e e L) 8
Sl Sttw [ P \
I - : &
« Q

Item embedding @ User embedding

“Personalized top-n sequential recommendation via convolutional sequence embedding.” WSDM (2018).



l GRU4Rec

] Session-based Recommendations with Recurrent Neural Networks (RNN)
d Introducing session-parallel mini-batches, mini-batch based output sampling and
ranking loss function

Mini-batchl
Mini-batch2
Mini-batch3

Sessionl |i1,1 |i1,2 |i1,3 |i1,4

S5
©
S o
c
= Mk E
o 2 |2| [2| |2 a
Session2 .2,3 |nput 1 fBD % — ::T -_g P m— g %
N = (2] [B E: g
SESSIOI"I3 i3,1 |i3‘2 |i3’3 |l.3'4 |i3'5 F3v6 — TR N '.z"‘ 'f:D %
.’;\“ .”\“ o ] 3
Session4 fias fiaz Ei2Y 3% Y52 iss §= 1 h .
. . Output tz,z liz,3 t.},z o
Session> k3,2. [3,3] :3,4.ii3,5 Ii3,6

i e

"Session-based recommendations with recurrent neural networks.” ICLR (2016).



| SASRec

d Self-Attentive Sequential Recommendation
 Using an attention mechanism to capture long-term semantics and makes its
predictions based on relatively few actions

Expected —
Next Item
FFN

5 )

Prediction Layer

-

Point-Wise
FFN Feed Forward
1 Network
One Block
(Can Stack More) Self Attention
Layer

-
T Layer
S2

) A
T . . A . - \
e () - §)
S1 S3 Sy

"Self-attentive sequential recommendation.” ICDM (2018).



| S3-Rec

O Utilizing the intrinsic data correlation to derive self-supervision signals
d Enhancing the data representations via pre-training methods

-------------------------------------------------------------

T B T e s AR T A o ettt eyttt SR S oo o oo 8 R >
i i1 i i3 in Yo 3 iy Mask i3 in . ,' iy | Mask i3 in 2 ¢ '\Mask Mask‘ in X
| S I T S Or R e S R e S S e )ty -t P KL S R R R CEEEETREPEPEPEE ---—--- ...................
: : ¢ I i : : l : : £ :
' \ tem ‘ 1 ‘ Item ‘ i Item ‘ I i ’ Item :
: Embedding i Embefding i I Embedding '
1 1 1 1
: ’ Bidirectional ‘ L1 ‘ Bidirectional ‘ : ; Bidirectional ’ ¥ ’ Bidirectional :
: Self-Attenion | i Self-Attenion ! Self-Attenion : : _Self-Attenion :
1 't o 1 1
1 1 , - ! : : y : "
. [ [ ) ©0¢) 11 : (000000009 - (009 ;i [@09B00©0e9 @09 ., ! (@900 - (000 |
1 1
. 7. l e — o — 1 ol
: Item-Attribute o Sequence-Item i Sequence-Attribute : : Sequence-Sequence :
| : MIM ' MIM i MIM i i MIM :
' | I | . 1 1 T_‘ 1
i 1
; e | 1 X @ i 'l ©o0deee !
. 1% 'ﬁ .F‘)ﬁ. uﬁ : Tecis '} Abutes o o T T :
) i i : ddi € d i 1directiona
: Embeddings €q, a Ajy oo ac Aji 1 Embedding }2 : : Embeddings €q, a < Ay : : ‘ sy :
! t o 1k X t ’ :
; ’ Attribute ‘ X Item ’ i Attribute ‘ i Item } :
! AIt?lr)ns Embc;iding e Embedding : ! ‘Masked Item | Embe?ding ! b ] e Embedding :
R o — ' iMasked Item : 1i Attributes 1 - i
“_ ............ > E B B “ Ain 'l |‘ foiers oot o iy 'l “ > A : " _____ chmcnt i i | :
I N i st ’
. (1) Associated Attribute Prediction SN « _ _(2) Masked Item Prediction _ . ~ . (3) Masked Attribute Prediction . * Mo (4) Segment Prediction e

"S3-rec: Self-supervised learning for sequential recommendation with mutual information maximization.” CIKM (2020).



I GraphRec

 Data in social recommender systems can be represented as user-user social
graph and user-item graph

| Rating Prediction |

User Modeling | Item Modeling

s User-to-item Interaction

................. - Social Relations """—m"m
.
Concatenation
mmmmmm ce Social-space.
| B
ttention Network )"~ =52 TR
I ssop B T
R =g,

,/" e ”
% Attention Network ||~ =~ !
LY | 4
: i -E/
- | 1
| ' | item-space U | item-space e | item-spa ce |
1
i
! = = User Aggregation

u Se r- u S e r g ra p h Gh,ﬁ Ls/ i : 5 /7T Item-space: Item-space User Latent Factor

i, - : \ & = Social-space: Social-space User Latent Factor
......... : G G
\

i
R 1 : .
n}/ j NNNNNN I (G5 tem Embedding
1

; User Embedding
Item Aggregation ! Social Aggregation -
- Opinion Embedding

user-item graph

"Graph neural networks for social recommendation.” WWW (2019).
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] LLMs to RecSys

O LLMs can be used for a variety of tasks, such as Image Generation

DALL-E mini

Generate images from text

What do you want to see?

an avocado armchair flying into space

an avocado armchair flying into space

Text to Image

"Zero-shot text-to-image generation." International Conference on Machine Learning. PMLR, 2021.



] LLMs to RecSys

O LLMs can be used for a variety of tasks, such as Molecule Generatlon

Phenol  demes G410 $ ChatGPT
SMILES C1(0)=CC=C (a) Molecule Captioning
String:  C=Cl1
~ N
lecule o o b
Ng:c:'e {% Please show me a description of this molecule: @
o ,.\('J tc1=cc=c<c=cnocz=cc=cc:cz"
(a) MOlecule Represen- | The molecule is an aromatic ether in which ‘rhe
5 ‘oxygen is attached to two phenyl substituents.
It has been found in muscat grapes and vanilla. 1
tations. It has a role as a plant metabolite.

-

C7) (b) Text-based Molecule Generation

L/
c1(0) ce=ce=ct AN
e molecule

ﬁ, is...[Structure]. { / e \

‘ [P"°Pe”Y] ( Help me generate a molecule based on 'rhe @

lgiven description:
}Tr\e molecule is a quinolinemonocarboxylate that

is the conjugate base of xanthurenic acid,
obtained by deprotonation of the carboxy group.

(b) Molecule Caption-

It has a role as an animal metabolite. It is a

ing.
(conjugate base of a xanthurenic acid. )
s /’
Th Zi) ' c1(0) ce=cezct) ; = = N
% [ETTJ’SSL‘S # w CI=CC2-C(E(CHI0-IN=CC2=0)(=00 |
[Properfy] 'y { /

(c) Text-based Molecule(d) Empowering ChatGPT with
G & molecule captioning and text-
eneration. based molecule generation abil-

ities.
Text to Molecule

"Empowering Molecule Discovery for Molecule-Caption Translation with Large Language Models: A ChatGPT Perspective." arXiv (2023)



| LLMs to RecSys &

O LLMs can be used for a variety of tasks, such as Recommendation

Rating Prediction

How will user rate this product_title: "SHANY Nail Art Set (24 Famous Colors Nail Art Polish, Nail Art Decoration)" , and
product_category: Beauty? ( 1 being lowest and 5 being highest) Attention! Just give me back the exact number a result , and you don't need
alot of text.

Here is user rating history:

Based on above rating history, please predict user's rating for the product: "SHANY Nail Art Set (24 Famouse Colors Nail Art Polish, Nail
Art Decoration) ", (1 being lowest and5 being highest,The output should be like: (x stars, xx%), do not explain the reason.)

e o — — — — — — — — — — — — — — — — — — — — — — — — — — — ——— — — — —— — — — — —— — — — —— — — — — ——— — — — —— — — o

Sequential Recommendation

Requirements: you must choose 10 items for recommendation and sort them in order of priority, from highest to lowest. Output format: a
python list. Do not explain the reason or include any other words.

The user has interacted with the following items in chronological order: [Better Living Classic Two Chamber Dispenser, White', 'Andre
Silhouettes Shampoo Cape, Metallic Black', ......, 'John Frieda JFHA5 Hot Air Brush, 1.5 inch'|.Please recommend the next item that the user
might interact with.

Requirements: you must choose 10 items for recommendation and sort them in order of priority, from highest to lowest. Output format: a
python list. Do not explain the reason or include any other words.
Given the user's interaction history in chronological order:
, the next interacted item is
. Now, if the interaction history is updated to ['Avalon Biotin B-Complex Thickening Conditioner, 14 Ounce',
'‘Conair 1600 Watt Folding Handle Hair Dryer',......, 'RoC Multi-Correxion 4-Zone Daily Moisturizer, SPF 30, 1.7 Ounce', 'Le Edge Full
Body Exfoliator - Pink'| and the user is likely to interact again, recommend the next item.

—_—_——— - - - - ———_——e—_e—_ e e—_e—_e—_ e e e e e e e e e e —

Text to Recommendation

"Is ChatGPT a good recommender? a preliminary study.” CIKM (2023).



l What are Language Models?

d Narrow Sense

\/

% A probabilistic model that assigns a probability to every finite sequence (grammatical or not)
Sentence: “the cat sat on the mat”

P(the cat sat on the mat) = P(the) x P(cat|the) x P(sat|the cat)
xP(on|the cat sat) * P(the|the cat sat on)
* P(mat|the cat sat on the)

Implicit order s

J Broad Sense

% Encoder-only models (BERT, RoBERTa, ELECTRA)
% Decoder-only models (GPT-X, OPT, LLaMa, PaLM)
% Encoder-decoder models (T5, BART)



I Large Language Models

d Trained on more and more data — Hundreds of Billions of Tokens

200 1.4
Billion Trillion
3 2
Jiﬁi%?] Billion  Blllion ‘
| : o
13y.0. BERT RoBERTa  GPT-3 Chinchilla
Human (2018) (2019) (2020) (2022)

# tokens seen during training

https://babylm.github.io/



I Large Language Models

O Larger and larger models — Billions of Parameters

1000 -~

GPT-3 (175B)
lQ
% 100 Megatron-Turing NLG (530B)
£
o
8 Megatron-LM (8.3B)
“ Turing-NLG (17.2B)
) 10
c
.2
E
=
& 1
n
o
3
S BERT-Large (340M)
0.1
ELMo (94M)
0.01
2018 2019 2020 2021 2022

https://huggingface.co/blog/large-language-models



I Why Large Language Models

4 Scaling Law for Neural Language Models

L)

» Performance depends strongly on scale! We keep getting better performance as we scale the
model, data, and compute up!

L)

7 4.2
6 —— L=(D/5.4-1013)"009% | 5.6 —— L =(N/8.8:1013)~0.076
3.9
4.8
: 4.0
24
‘g‘ 33 39
e 8
3.0
2.4
L = {Cinf2.3 « T0°) 0055
%) : . . ; 2.7 . : y , ’
10~ 107 10 10°% 10! 107 108 10° 10° 107 109
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

"Scaling laws for neural language models.” arXiv preprint (2020).



} Why Large Language Models?

d Generalization

\/

* We can now use one single model to solve many NLP tasks.

["translate English to German: That is good."

"Das ist gut."]
course is jumping well.”

[ "cola sentence: The

"not acceptable"]

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

15

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county.”

"Exploring the limits of transfer learning with a unified text-to-text transformer.” The Journal of Machine Learning Research (2020).




} Why Large Language Models?

1 The Strong Zero-shot/Few-shot Ability

Sequential Recommendation

I find the purchase history list of user_15466:
4110 -> 4467 -> 4468 -> 4472

I wonder what is the next item to recommend to the user. Can you help 1581
me decide?

Rating Prediction

[What star rating do you think user_23 will give item_7391? m

Explanation Generation

{Help Hong "Old boy" generate a 5-star explanation about this product: ]

j you can protect your prescious
OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging] J P 5 L iphone more safe

Review Summarization

~
Give a short sentence describing the following product review from

Mom of 3 yo girl: S o
First it came with the packaging open and then as soon as my son O B e e
took it out it was so easily broken. Hopefully a little glue will fix it. )

Direct Recommendation

N
Pick the most suitable item from the following list and recommend

to user_250 : \n 4915 , 1823 , 3112, 3821 , 3773 , 520 , 7384,
7469 , 9318 , 3876 , 1143 , 789 , 595 , 3824 , 3587 , 10396 , 2766 ,
7498 , 2490 , 3232, 9711, 2975 , 1427 , 9923 , 3097 , 3594 ,

6469 , 9460 , 6956 , 9154

Muilti-task Pretraining with Personalized Prompt Collection

Zero-shot Generalization to New Product & Personalized Prompt

Predict user_14456 's preference about the new product
(1 being lowest and 5 being highest ) : \n title : Hugg-A-Moon
\n price : 13.22 \n brand : Hugg-A-Planet

"Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict paradigm (p5)." RecSys (2022).



I Large Language Models

d Encoder-Only Models Output

Probabilities
% BERT, RoBERTa, ELECTRA Do
(G
1 Decoder-Only Models Encoder Lol
| e
r 2
% GPT-X, OPT, LLaMa, PaLM ~CErwn| || Cs
o r?/sard - Att(jmon i
O Encoder-Decoder Model = ) s
ncoder-Decoder Models N || e =
Multi-Head Multi-Head
Attention Attention
oo At t
 T5, BART =il =)
Positional D Positiona
Encoding ¢ Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

The Transformer — model architecture

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).



I Transformer

Output
Probabilities features Outputs
A A
Tnear Decoder 4 A 4 A
- N Encoder »| Decoder
Feed
Encoder
rorwarg Encoder » Decoder
——f— 1 —f
Multi-Head
Feod Attention Encoder »| Decoder
=== - -
Add & Norm
Nx "’@.@ —r— Encoder » Decoder
Multi-Head Multi-Head |
Attention Attention
A ) A ) Encoder » Decoder
— J | . e — I I
Positional Positiona
Encoding D & Encoding Encoder » Decoder
Input Output k A
Embedding Embedding J \ J
Inputs Outputs Inputs

(shifted right)

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).



I Large Language Models
N

Encoder-Only

Decoder-Only

Encoder-Decoder



| BERT

J BERT uses a bidirectional Transformer

"Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint (2018).



| BERT4Rec

1 Adopt Bidirectional Encoder Representations from Transformers to model the
sequential nature of user behaviors

Ut
Projection
th L2 it
.
Trm Trm Trm
Lx< :
.
\ Trm Trm Trm
4 4 4
ED - U1 [« - Ut-1 |+ Uiy 4
T5 _+ + +
5 P1 P P;
f ! f

"BERT4Rec: Sequential recommendation with bidirectional encoder representations from transformer.” CIKM (2019).



I Large Language Models
AN

Encoder-Only

Decoder-Only

Encoder-Decoder



| GPT

[ OpenAl GPT uses a left-to-right Transformer

OpenAl GPT
B - e
Trm Trm Trm
Trm Trm Trm

E, E, =

"Improving language understanding by generative pre-training.” (2018).



| PETER

 Utilizing the IDs to predict the words in the target explanation

Rating
Prediction

Context Prediction

Explanation Generation

s N
MLP Linear Layer J
. J L
I |
Spa1 || SL2 { SL3 | : SLa 1 |SLs ||SLe ||SL7
Crararan ezt
Transformer with L Layers
Transformer with L Layers
s .
- i if1 :Efz | Kbosx | &, || &
User Item . X
Features (opt.) Explanation

"Personalized transformer for explainable recommendation.” ACL-1JCNLP (2021).




I Large Language Models
AN

Encoder-Only

Decoder-Only

Encoder-Decoder



1 75

 T5 handles any text-to-text task by converting every natural language processing
problem into a text generation problem.

Yi Y,

[ “translate English to German: That is good."

"Das ist gut."]
course is jumping well."

[ "cola sentence: The

“not acceptable"]

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."”

"Exploring the limits of transfer learning with a unified text-to-text transformer.” The Journal of Machine Learning Research (2020).



I P5

O Text-to-text paradigm - “Pretrain, Personalized Prompt, and Predict Paradigm” (P5)
for recommendation

Sequential Recommendation

I find the purchase history list of user_15466:
4110 -> 4467 -> 4468 -> 4472

I wonder what is the next item to recommend to the user. Can you help 1581
me decide?

Rating Prediction

[What star rating do you think user_23 will give item_7391?

Explanation Generation

[Help Hong "Old boy" generate a 5-star explanation about this product: ]

(you can protect your prescious
OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging] J

Liphone more safe

Review Summarization

~
Give a short sentence describing the following product review from
Mom of 3 yo girl: e diatel
First it came with the packaging open and then as soon as my son L Ty
took it out it was so easily broken. Hopefully a little glue will fix it.
J
Direct Recommendation
~

Pick the most suitable item from the following list and recommend
to user_250 : \n 4915, 1823, 3112, 3821, 3773, 520, 7384,
7469 , 9318 , 3876, 1143, 789, 595 , 3824 , 3587 , 10396 , 2766 ,
7498 , 2490 , 3232, 9711, 2975, 1427 , 9923 , 3097 , 3594,

6469 , 9460 , 6956 , 9154

Muilti-task Pretraining with Personalized Prompt Collection

Zero-shot Generalization to New Product & Personalized Prompt

Predict user_14456 's preference about the new product
(1 being lowest and 5 being highest ) : \n title : Hugg-A-Moon
\n price : 13.22 \n brand : Hugg-A-Planet

"Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict paradigm (p5)." RecSys (2022).
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| User & Item Representation

1 Users and Items can be represented in various ways

(O uUser ID

Poster Movie Name Numeric ID
U8189¢f6745fc0d808977bdb0b9f22995

Username: Jack0513

2

In Broad Daylight 1697292155
The Marvels 1699436461

TAYLOR SWIFT | THE ERAS 1695730583

TOUR
.. The Dark Knight Rises 1699611567
' Oppenheimer 1687513232

R




ID-based LLM RecSys

Text-based LLM RecSys




} ID-based LLM RecSys

O Various ways of assigning IDs

Randomly Based on Popularity Based on Time
AXGGWDO027 01 1687513232
XJSGDG0881 02 1695730583

BXGW2UDS803 03 1699436461

- =
| MARVELMi&2

o oo




} ID-based LLM RecSys

O IDs are originally for unique identification

1 However, the embedding of LLMs can not hold millions of items and users

(=] (ren) (0] () (=)

T

30k(Llama)
Word Embedding

3 billion
ltem Embedding

Pre

Now

| think | could remember}

all the tokens!

LLM-based RecSys

Probability distribution of 30k word tokens

v

Probability distribution of 3b tokens

LLM Output

@ That's too much for
me to decode!

LLM-based RecSys




} ID-based LLM RecSys

1 Normally, we can represent users and items with a span of tokens.
O The format is like “[Prefix] [ID]". Examples:

’:’ User_0123 : [“User”, “_”, “O”’ “1”, “2”, “3”]
’:’ Item—5471 : [“Item”, “_”’ “5”’ “4”, “7”’ “1”]

\/

% However, for Item_1003, it could be [‘ltem”, “ ”, “1007, “3"], which might be confusing for LLMs!

| @ No extra decoding cost!
. IOl | can handle that!
ey — Eraul 4 - y
3 billion
@ LLM-based RecSys
[ ltem_0O1 ] [ ltem_02 ] [ ltem_03 ] [ ...... ] [Item_SOm]
g
-

Token Spans



} ID-based LLM RecSys

O Indexing methods might affect the performance of RecSys

Do Item "01" and Iltem "02" share
02 similar characteristics?

\ J/

M

01




} ID-based LLM RecSys

 Introducing more Information to the ID representation

% Collaborative Indexing

//\/\ /\ /\

00000000

///\\ ///\\

"How to Index Item IDs for Recommendation Foundation Models S arXiv preprint (2023).



} ID-based LLM RecSys

 Introducing more Information to the ID representation

Tool &
Bath & Bod Mak .
- AY /aii Accessories

Bathing Bathing Lips Makeup Sets& Bags &
Bath Bod P Kits MITO'S o ces

Accessories Y Accessories Remover
— |
- _— /T \H /‘\ [ \

Bath Bath Bath Bath LP Lip Lipstick Brush Cosmetic Toiletry  Tote

Bombs Brushes Mitts & Pearls PlumpersLiners Bags Bags B;:;I s Bags
/ \ Cloths %?!& J'II ul
./ 9 66

\/

% Semantic Indexing

00
| | |
<Bath&Body><BathingAccessories> <Makeup><Lips> <Tool&Accessories>
<BathBrushes><7> <Lip_Liners><5> <Bagsé&Cases>

"How to Index Item IDs for Recommendation Foundation Models.” arXiv preprint (2023). <loiletryBags><1>




} ID-based LLM RecSys

1 Modelling user interaction history with Markov chain

User_4782 has bought .
. 3472, 7653, 0192, 4271. User_4782 will buy 7251.
a C P What will he buy next? 1/
4

Al
]

Question RecSys



} ID-based LLM RecSys

1 Modelling user interaction history with Markov chain

User_0513 bought
3472, 1784, 2563,
8892, 4271, 0988

™ E,,H_l — arg maXP(vz-+1|’01, V2, ... 7Ui5
v

J

ser_4781 bought ser_2788 bought
562, 8892, 4057  ...... 4271, 7251, 9082,

0192, 7251 0192, 5672

~N

O User_4782 will buy 7251.
\Large Language Models/

Pre-training & Fine-tuning

Modelling the probability of the next item



} ID-based LLM RecSys

 The N-gram probability in NLP

s Unigram

1
P(3472") = -

1
P("2563") = —

2
P("4271") = —

1

« » __ 2
P(“8892") = 16
« » 1
P(“0988”) = I

1
P("4057") = —

2
P('7251") =

1

« » 2
P(“0192”) = e
« »y\ __ 1
P(“9082”) = 16

1
P(“5672") = 16

User_0513 bought
3472, 1784, 2563,
8892, 4271, 0988

ser_4781 bought ser_2788 bought
562, 8892, 4057 ...... 4271, 7251, 9082,
0192, 7251 0192, 5672

User_4782 has bought
9 3472, 7653, 0192, 4271.
L} = P What will he buy next?

\k
‘ 1 A/

Y

/ ~—
Question



} ID-based LLM RecSys

 The N-gram probability in NLP

User_0513 bought
3472, 1784, 2563,
8892, 4271, 0988

\/

s Bigram

1 ser_4781 bought ser_2788 bought
« » « m 562, 8892, 4057, ...... 4 271, 7251, 9082,
P( 0988 | 4271 ) 2 0192, 7251 0192, 5672
o 12 o 12 1
P("7251" | “4271") = 2 User_4782 has bought
9 3472, 7653, 0192, 4271.
Q = P What will he buy next?
% Which one to choose? e
[{] 12 1 J
P(“0988”) = 16 _
q UO Question

P(u7251») — 116 ﬁ gser_4782 will buy 7251.

(an’

RecSys



} ID-based LLM RecSys

 The N-gram probability in NLP

\/

s+ The co-occurrence of item IDs

\/

s User 0513 bought 3472, ..., 4271, 0988
s User 4782 bought 3472, ..., 4271, ?

User_0513 bought
3472, 1784, 2563,
8892, 4271, 0988

ser_4781 bought ser_2788 bought
562, 8892, 4057 ...... 4271, 7251, 9082,

0192, 7251 0192, 5672

RN
\/

< |s “0988” a better answer than “72517?

User_4782 has bought
Ny 9 3472, 7653, 0192, 4271.
A4 L - What will he buy next?

il :

Y

/ -
Question




} ID-based LLM RecSys

d

Contextual representations of words in LLMs

% User_0513 bought 3472, 1784, 2563, 8892, 4271, 0988
% User_4782 bought 3472, 7653, 0192, 4271, ?

\/

% The item representations can vary for different contexts

& &




ID-based LLM RecSys

Text-based LLM RecSys




I Text-based LLM RecSys

1 GPT4Rec

\/

s ltem title contains rich semantic information

’0

* It's a natural way to use text to describe items

q’reviously, the customer has bought )
Ben Nye Banana Luxury Face Powder 3.0 oz Makeup Kim Kardashian NEW!!!. _ 4 4
Rosallini Women Stainless Steel Extension Eyelash Applicator Tool Fish Tail Clip. - // w
Beauty Flawless Makeup Blender Sponge Puff (size 1). Fruit Of The Earth 100% g ﬁ
Aloe Vera 240z Gel Pump. e * _— e
n the future, the customer wants to buy )

Fine-tuned GPT-2

"GPT4Rec: A generative framework for personalized recommendation and user interests interpretation.” arXiv preprint (2023).



I Text-based LLM RecSys

1 GPT4Rec

\/

% In the era of LLMs, Retrieval-Augmented Generation (RAG) could be a way to improve
the capability of LLMs
% RAG also enhances the explainability of LLM-based RecSys
(

Recommendation
[ Search Queries (Multi-Beam Generation) ] T+1 > Output

! ot
{ Item Title 1 ]

Language Model (GPT-2)

Search Engine
(BM25)

f * * \ { ltem Title N J

"GPT4Rec: A generative framework for personalized recommendation and user interests interpretation.” arXiv preprint (2023).



I Text-based LLM RecSys

d TF-DCon

\/

s+ Content-level condensation for recommendation

\/

s Condense Item title and description to refine item representation

Enhance item titles based on given contents in the following format:
[title] {title}, [abstract] {abstract}, [category] {category}

You should rephrase the title to be clear, complete, objective, and
neutral. Only provide the new title in the following format:

[newtitle] {newtitle} z

[title] {Health Weightloss Watch},
[abstract] {Man Shares Time-Lapse Video of Six-Month Weight-Loss
Journey We're big fans of weight-loss stories, but we usually only get to see

the before and after photos. Very rarely do we get to see someone's
physique transform right before our very eyes.},

[category] {Health} x

[newtitle] {A Six-Month Weight-Loss Journey Captured in Time-Lapse Video},

Content-Level Condensation

"Leveraging Large Language Models (LLMs) to Empower Training-Free Dataset Condensation for Content-Based Recommendation.” arXiv preprint (2023).
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Core |Idea: knowledge transfer

Technically:

e

*%

’0

‘0

Then training on the target task
Task A

eights first pre-trained on related tasks
Task B, C, D

Randomly Initialized Weights
Task A




} Pre-training in NLP
d Why pre-training?

\/

s+ Recall; Tokenization

ICDM23 is held in Shanghai.
ICDM237E L8257,

Tokenization
discretize natural

language texts
| >

can only understand
numeric vectors!

[ICDM, _23, is, held, in, Shanghai, .]
[ICDM, _23, 7£, ti§, &7, , ]




} Pre-training in NLP

d Why pre-training?

\/

s+ Recall; Tokenization

[ICDM, _23, is, held, in, Shanghai, .]
[ICDM, _23, 7£, £, &, . |

Look up

e 2272

Embedding Matrix

Natural Language texts
are mapped to
embedding vectors

' %

—_—

ICDM _23

is

held

L

in Shanghai .

How to initialize?
f=)

[
o



} Pre-training in NLP
d Word embeddings?
% king: [-0.5,-0.9, 1.4, ...]

s queen: [-0.6,-0.8,-0.2, ...]
s woman: [-0.1, -0.1, -1.6, ...]

| know Word2Vec and
Glove can help!

queen

—>

d Static word embeddings (Word2vec‘, Glove) are pre-trained on text corpus from

co-occurrence statistics

\/

% He is the king of the country

Inner Product

\/

% She is the queen of the country



} Pre-training in NLP

O Problem of static word embedding — Context-Free

He is in charge of the lab.
> Different

meanings

He and | charge the phone.

d How to solve it? — Contextual representations

’0

» He is in charge of the lab

» charge: [0.2,0.8,1.4, ...]
* He and | charge the phone
» charge: [-0.3,-0.4,0.7, ...]



} Pre-training in NLP

d Semi-Supervised Sequence Learning

Training LSTM as Language Model

He changes the

T T T

LSTM —> LSTM [—> LSTM —>

Fine-tuning on Sentiment Classification

POSITIVE

T

T T T

<s> He changes

LSTM —> LSTM —> LSTM

T T T

a great movie

"Semi-supervised sequence learning.” Advances in neural information processing systems 28 (2015).



} Pre-training in NLP

d ELMo: Deep Contextual Word Embeddings

Training Separate Left-to-Right and Right-to-Left Language Models

He changes the

T T T

LSTM —>» LSTM [—> LSTM

<S> He changes

T T T

| | |

<S> He changes

"Deep Contextualized Word Representations.” NAACL (2018).

LSTM «— LSTM <«— LSTM

| | |

He changes the



} Pre-training in NLP

1 Most Favored Pre-training Tasks in NLP

*

% Design specific pre-training tasks that could introduce knowledge
» Masked Language Modelling (For Encoder-Decoder and Encoder-only Structures)

» Next Token Prediction (For Decoder-only Structures)

Pre-training

E=)
Large corpus
unlabeled data

Probability of words [0.1% | 3% | ... [0.7% Probability of words |0.6% | 1% . 10.2%
\ highest .. \ highest
[CLS] W1 Wo | ... Wpredict Wh [SEP ] W1 W» W3
nt + 4 A A A A A A
LLMs LLMs
A A 2 A A A A2 2
[CLS]| [W1] [W2]| .uee [MASK]| |Wn| |[[SEP] [SEP]| [w1| |wa
(Masked Language Modeling) (Next Token Prediction)



} Pre-training in NLP

1 BERT: Bidirectional Encoder Representations from Transformers

@D Mask LM Ma% LM \ ﬁ MAD Start/End Span\
= - <

e )T ) () o L ) e )
BERT AR .......> BERT
Elevs E, | Ex H E[SEP] E/ Ev EicLs) E, Ex E[SEP] E - EW

v LI ﬁ’ﬂ_l’ T N R ]

T
[ Tok N W ( [SEP] ][ Tok 1 ] [TokM ] Tok1 | ... [ Tok N ] [ [SEP] ][ Tok 1 W m
\_'_l \_'_l

Masked Sentence A Masked Sentence B Question Paragraph
* *
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

"Bert: Pre-training of deep bidirectional transformers for language understanding.” NAACL (2019).




} Pre-training in NLP

d GPT

N
G pT_ 2 (0 ( DECODER )
G PT_ 2 g C DECODER ?

Gp—”_ 2 MEDIUM .o 6 ( DECODER )
SM Al_l_ G( DECODER ? 5 ( DECODER )
a( DECODER ) a( DECODER )
12 DECODER ) Tt 3 ( DECODER ) 3 ( DECODER )
cee 2 ( DECODER ) 2 ( DECODER ) 2 ( DECODER )
1( DECODER ) % C DECODER )) % C DECODER )) ' C DECODER ))
Model Dimensionality: 768 Model Dimensionality: 1024 Model Dimensionality: 1280 Model Dimensionality: 1600

"Language models are unsupervised multitask learners.” OpenAl blog 1.8 (2019).



} Pre-training

Pre-training in NLP

Pre-training LLM-based RecSys




I Pre-training LLM-based RecSys

O What is Pre-training in LLM-based RecSys and Why is it Necessary?

\/

% General pre-training vs. domain-specific pre-training

\/

% Domain knowledge is essential for relieving the knowledge gap

3472, 7653, 0192, 4271.
@ | now know how to generate} What will he buy next? @ | need more knowledge to
Q

{natural language like a human! ? - % { make recommendations!
M ‘L ‘/ M

General Pre-training J Recommendation-corpus is required

User_4782 has bought }




| PTUM

1 Masked Behavior Prediction (MBP)
1 Next K Behaviors Prediction (NBP)

5 (T T T YR — \
! t Masked Behavior | i Next K Behaviors i Vi i
] ST ] I . ua I
i Broaicton Prediction i ; Prediction Predictor Predictor i
1 1 1 1
! ' i . i
i Behavior User i : User u Behavior | . -y ]
: 7; Embedding 1; Embedding i : Embedding Embedding NT+1 N;'K :
1 1 1 ]
| [Behavier User Model 5 | User Model Behavior | _(Behavor | |
i | Encoder : E Encoder Encoder i
1 1
. & . R & . P £ G ) S & S . . £ . . &

‘ S ., i iBehaviorx|i I = ] ] ’ P ior || | ior |!
i E Behavior x i i Behavior 1 E | ?MZ\QOKEX | | Behavior N | i E | Behavior 1 ;i Behavior 2 | | Behavior N | § Bert]i‘;'or & Beﬁfxor Ei

i Lo - i i i i (. i ' E P P il
E i Positonx ! ! Positon1 | - i Positionx ! - i Position N :E | | Position1 !! Position2 i ! Position N | ! Position N+1 | | Position N+K ! |
R e —— ; L S—— ) \ J L e —— N e J { Cr—— J el Y = J1
\ / l\ ____________________________________________________________________ ’l

(a) Masked Behavior Prediction (MBP) task. (b) Next K Behaviors Prediction (NBP) task.

P+1 A K P+1
Lmpp = - %S: 2; yilog(#:) Lnpp = —% Z Z Z Yi,k log(fi,k)
yeS! i=

yES k=1 i=1

L=Lyp+ALNBP

"PTUM: Pre-training User Model from Unlabeled User Behaviors via Self-supervision.“ EMNLP (2020).



I M6-Rec

O Text-infilling

have a_[good | day | [EOS] bidi égizg'lon Mask
1 1 I I 1
Transformer Layer L of M6 88888 888888
| 00000 000000
Transformer Layer 2 of M6 88888 888888
Transformer Layer 1 of M6 00000 000000
o Lo Lo T T f__f 1 ___1___1_ 890000000000
.1 Embeddings of Position1to 5 & | +Embeddingsof Position6to 1l = : |§59000 000000
[Bos'] | have [Eos’] || [BOS] | have day | ros1 | |38868 8080800
L . T X I\ T N J =’-
Bidirectional Region Autoregressive Region autoregressive

"M6-rec: Generative pretrained language models are open-ended recommender systems.” arXiv preprint (2022).



I P5

O Multi-task Pretraining with Personalized Prompt Collection

Sequential Recommendation

I find the purchase history list of user_15466:
4110 -= 44067 -= 4468 -= 4472

I wonder what is the next item to recommend to the user. Can you help

1581
me decide?

Rating Prediction

[What star rating do you think user 23 will give item 73917

Explanation Generation

[I-[elp Hong "Old boy" generate a 5-star explanation about this product:

( ¥OUl CAN protect your prescious
OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging] J P 5 - L iphone more safe
Review Summarization
-
Give a short sentence describing the following product review from
Mom of 3 yo girl: broke i diatel
First it came with the packaging open and then as soon as my son e
took it out it was so easily broken. Hopetully a little glue will fix it.
J
Direct Recommendation
“
Pick the most suitable item from the following list and recommend
to user_250 : '\n 4915, 1823, 3112, 3821 , 3773, 520, 7384,
7469 , 9318 , 3876 , 1143 , 789, 595 , 3824 , 3587, 10396 , 2766 ,
7498 , 2490, 3232 , 9711, 2975, 1427 , 9923 , 3097 , 3594 , _
6469 , 9460 , 6956 , 9154
A

Mutlti-task Pretraining with Personalized Prompt Colflection

"Recommendation as language processing (rlp): A unified pretrain, personalized prompt & predict paradigm (p5)." RecSys (2022).
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I Fine-tuning in NLP

O What is Fine-tuning and Why Fine-tuning?

/

% Gaps between the pre-training tasks and downstream tasks still exist
» Masked Language Modelling v.s. Sentiment Classification

* Fine-tuning means training pre-trained LLMs on downstream tasks to fit the requirements

\/

% Supervised Fine-tuning (SFT) and Fine-tuning with Reinforcement Learning

, : .

B3210. B1731, B8471, B8347, Oh, ’Epr?ts sequentrl]al rlecsmlranendatlon.
@ | think | am good enough at , e answer should be B4453.
recommendation! AP Fine-tuning
@ . " " = hat are these é
Domain-specific pre-training ) | IDs?
-
(-



] Fine-tuning with Reinforcement Learning & (¥

N\
@ Reinforcement Learning based on
Human Feedbacks (RLHF)
\

@ Proximal Policy Optimization
(PPO)
[
& Direct Preference Optimization
(DPO)

/




] Fine-tuning with Reinforcement Learningi@i

d RLHF

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon

landing to a 6 year old

| |

o)

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain gravity.

Moon is natural
satellite of the moon

\
.

Explain the moon

landing to a 6 year old

0 o
o o

Explain war.

People went to

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

"Deep reinforcement learning from human preferences.” Advances in neural information processing systems (2017).

»

Write a story
about frogs




] Fine-tuning with Reinforcement Learning & (¥

N\
@ Reinforcement Learning based on
Human Feedbacks (RLHF)
\

@ Proximal Policy Optimization
(PPO)
|
& Direct Preference Optimization
(DPO)

/




l Fine-tuning with Reinforcement Learningié%*

Q PPO
y 0 N
£ \
Prompt [
Dataset ’g\ LLM /;< PPO
| E
‘Adogis...” \\ 4 |
“..man’s best friend
|_> Reward
Model 4
- RLHF

Ilterationn

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO




I Fine-tuning with Reinforcement Learningi@
d PPO

Initialize PPO with Instruct LLM

Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learning & (%

d PPO

PPO Phase 1: Create completions

Prompt
A dog is

Completion

s

| Instruct \\] a furry animal
. LM
\\ / Prompt
T This house is
Completion
Phase 1 “
Create completions
very ugly

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO

J

Experiments

to assess the
outcome of the
current model,

e.g. how
helpful,
harmless,
honest the
model is




| Fine-tuning with Reinforcement Learningi@i

Q PPO

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO

Calculate rewards

Prompt

— A dog is
Completion

—

a furry animal

y B

,»/ \\
' Reward '

| 1.87
. Model /’

o

Prompt

— This house is

Completion

—

very ugly

- ~—
.
y o

|,/ Reward 124

Model /

. 4




| Fine-tuning with Reinforcement Learning & (%)
d PPO

Calculate value loss

Prompt
_ Value
A dog 1is locs
Completion l ” 2
1
VF|__ L _
a furry... L _5 ‘/9(8)_ E ’)’Tt|80—8
t=0 2
NN J
Y
Estimated Known

future total reward future total reward

1.23 1.87

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



l Fine-tuning with Reinforcement Learning%@}i@ )@
d PPO

PPO Phase 2: Model update

. .ﬁ

\ Create completions J

https://www.coursera.org/lecture/generative-ai-with-llms/optional-video-proximal-policy-optimization-1iZJO




| Fine-tuning with Reinforcement Learning & (%)
Q PPO

PPO Phase 2: Calculate policy loss

LPOLICY — min ( mo (a | 1 - Ay, clip ( o (ac | 50 ) mie=te, == 6) : flz)

7T()<>l(l ((If ‘ St) ﬂ-()(,](] ((I"f. ‘ St

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



] Fine-tuning with Reinforcement Learning & (%)

d PPO

PPO Phase 2: Calculate entropy loss

P — entropy (7T9 ( | Sz))

Low entropy:
Prompt
A dog 1is
Completion

A dog 1is
a domesticated
carnivorous mammal

Prompt
A dog 1is
Completion

A dog 1is
a small carnivorous
mammal

High entropy:
Prompt
A dog 1is
Completion

A dog 1is

is one of the most
popular pets around
the world

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO




| Fine-tuning with Reinforcement Learningi@i
a PPO

PPO Phase 2: Objective function

Hyperparameters

/

LPPO _ LPOLIC’Y + ClLVF + CQLENT

) 8 / e 2 v,
Y Y Y

Policy loss Value loss Entropy loss

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learningi@
d PPO

Replace LLM with updated LLM

< . <28

y N y N
4 \ / b
' Updated | " Updated ‘~.|
LM ) LM y
\ X // \\_ A
N N 4
Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learningi@
d PPO

After many iterations, human-aligned LLM!

/”"7“ N
)

' Human- \‘
~ aligned
\ UM
N >
Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learning & (%) ¢
N\
@ Reinforcement Learning based on
Human Feedbacks (RLHF)

\

@ Proximal Policy Optimization
(PPO)
[
& Direct Preference Optimization
(DPO)

/




l Fine-tuning with Reinforcement Learningii%*

d DPO
Aggregation over Shift in preferred
Policy to optimize preference data completion
! g (Yw | 2 (Y1 | )
Lopo(m: Tur) = ~E(eyyp 100 ( Blog Z2gell — flog Ztle]
Reference policy Logistic function Shift in dispreferred
(used to control behavior of LLMs) completion
Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
x: “write me a poem abou x: “write me a poem about
th; historypofjazz" ' la bel rewa rdS the history of jazz”
/\ = —
\ :y - LEW —> reward model LM policy t_:yw‘ > = — final LM
© \/ .
preference data r!nax!mum sample completions preference data S
likelihood reinforcement learning likelihood

"Direct preference optimization: Your language model is secretly a reward model." arXiv preprint (2023).
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] GIRL

O Multi-steps of Fine-tuning with SFT and RL

Step 1 - Supervised Fine-tuning
Collect matched data, and train a supervised generator.

Sample the
matched CV-JD
pairs as the
training data

Construct prompt
with manual
designed template

Fine-tune LLM
with supervised
learning

Lsft —

<\

Matched

[:::J.

A

[ Education Experience ]
XX University, 2014~2017
Computer Science, Master
XX University, 2010~2014
Computer Science, Bachelor

[ Work Experience ]

Company A, 2018~2023
Senior Engineer
XXXX

[ Skills ]

[ Job Position ]
Senior Engineer

[ Responsibility ]
Develop and maintain our
web applications using
modern front-end
technologies

[ Job Requirements ]
5+ years of experience in
front-end development

Input CV

Prompt Template

Target JD

LLM based Generator

—log Pr(C|J, T, G)

17

— Zlog Pr(v;|v<;, C, T, G)

1=1

Step 2 — Reward Model Training
Collect comparison data, and train a reward model.

[ Education Experience ]
XX University, 2010~2014
Bachelor

[ Work Experience ]
Company A, 2018~2023
Senior Engineer, XXXX

Matched (9 b @ Mismatched

Select the
positive and
negative pairs

[ Job Position ]
Engineer

[ Job Position ]
Senior Engineer

[ Responsibility ]

Learn from and collaborate
with senior front-end
engineers

[ Responsibility ]
Develop our web
applications using modern
front-end technologies

Use the reward
model to predict the

Reward Model

matching scores

Train the model by
the ranking loss

Ranking loss

Lrmt =logoU(C,JT) —U(C,JT7))

"Generative job recommendations with large language model." arXiv preprint (2023).

Step 3-PPO

Refine the generator using reinforcement learning.

Sample a new CV
to construct the
prompt data

Generate a JD by
the policy
generator

Calculate a
reward for the
generated JD

Update the policy
generator using PPO

T
1 ,Uj E Ji'r'

Ecm = ('ri -

[ Education Experience ]
XX University, 2010~2014
Bachelor

[ Work Experience ]
Company A, 2018~2023
Senior Engineer, XXXX

Prompt

LLM based Generator

[ Job Position ]
Engineer

[ Responsibility ]

Assist in developing and
maintaining our web
applications using modern
front-end technologies

Reward Model

ue(cy, )’

RL loss

Z min (CE(vi,j)ai, clip(CE(vi,j))ai)




I TransRec

O Fine-tuning LLM-based RecSys with Cross-Modal Data

A

Visual Item Encoder

Textual Item Encoder
BERT

£\

ResNet-18

Stage 1 Optimization Stage 2 Optimization

A A
r % I N
user emb.
| 11 11 ] | 11 |- -—-~._ preference prediction
t  t  t 1 SRS
"« ‘o
User Encoder \ Yo
\ '\

i i v

-

item emb. + pos.emb. |

Fine-tuning

Transfer to Target Domains

item emb. | | | |

1 {

{ { i
A LD\ AN /

1
AL\ £ AL\

user sequence

"Transrec: Learning transferable recommendation from mixture-of-modality feedback.” arXiv preprint (2022).

-

BB el 6

(a) Pre-training on Source Domain

Fine-tuning

|

|

|

|

I by
j Concating Features
|

|

|

|

:_'\'Q

M o =

User Encoder

items with modality content

User Encoder

-
[\ [\ .-

items with modality content & other features

(b) Fine-tuning on Target Domains



| SBERT

O Fine-tuning LLM-based RecSys with Contrastive Learning

Existing Product Collection Triplet Data Instance Model

query:

Title: A cool, pretty summer outfit no matter who wears it e {title) [ SEP}{section}[SEP}{date}

Section: Bright and pretty pastel tone skirts June 15 ~ July 29

A cool, pretty summer outfit

Name: Pleated Skirt Banding Summer Chiffon no matter who wears

Aline Pastel Fine Wrinkles Daily Simple it[SEPIBright and pretty BERT Pooling
Pleated Long Skirt pastel tone skirts[SEP]June ;

Category: Female Clothes, Skirts L

Price: $35 positive:

Tags: #lovely cody, #outing clothes, #feminine [ {title}[SEP]{category}[SEP]{price}[SEP] Shared Weights
Brand: H&M {tags}[SEP]{brand}[SEP]{description}

Pleated Skirt Banding
Summer Chiffon A-line
Pastel Fine Wrinkles Daily

Name: Mini skirt high waist A-line summer
skirt basic daily split span a-line

Category: Female Clothes, Skirts . Triplet
Price: $21 JSimple Pleatod Long BERT Pooling [ P
) o . Skirt[SEP]Female Clothes, Loss
Tags: #20s daily look, #picnic look, #bright Skirts[SEP1$35[SEP J#lovely
colors cody, #outing clothes,
Brand: Uniglo #feminine[ SEP JH&M
i . . " Shared Weights
Random sampling or term-based search for negative retrieval {title}[SEP){category}[SEP}price}[SEP]

{tags}[SEP]{brand}[SEP]{description}

Name: Napping&Keep warm Skirt A-Line Basic
Category: Female Clothes, Skirts

I
{

—==al Napping&Keep warm Skirt
A-Line Basic[SEP]JFemale

Price: $28 Sisitas
Tags: #20s daily look, #picnic look, #late autumn Skirts [SEP]$28[’SEP]#205 BERT Pooling
Brand: Uniglo daily look, #picnic look,

#late autumn[SEPJUniglo

"Intent-based Product Collections for E-commerce using Pretrained Language Models." ICDMW (2021).
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I Parameter Efficient Fine-tuning
O What is Parameter Efficient Fine-tuning (PEFT)?

\/

% As LLMs scale up to billion weights, consumable GPUs like 3090 and 4090 gradually fail to
contain all the weights in their memory

\/

s Parameter Efficient Fine-tuning aims to save GPU memory and boost training

d Why PEFT?

\/

% Making fine-tuning feasible for consumable GPUs

\/

s With major parameters fixed, it might relieve the problem of catastrophic forgetting



I M6-Rec

d Option Adapter Fine-tunes LLMs

116% =10) p(}rl =1) Attention Mask

t 1 bidirectional

N Softmax Layer | option 1 | option 2
- ~ X

—

0
0
0
0
O

Transformer Layer L of M6

[ 7 Transformer Layer 2 of M6 ]"
Transformer Layer 1 of M6

-tttV .l T T LT T T 1. T.
: 1.k Embeddlngs of Position 9to 14

prompt1 | option1 | option2 || [BOS’] | buy | baby [shoes| [E0s’] || [BoS] | may | buy | baby | food [ [EOs]

000000 00000 000
000000 00000 000
000000 00000 000
000000 00000 000
000000 00000 000
000000 00000 000

000000 00000 000
000000 00000 000
000000 00000 000
000000 00000 00
000000 00000 00
000000 00000 00
000000 00000 00
000000 00000 0O

L J L J

! . y . ’ . g . . T o "
Trainable Embeddings Bidirectional Region Autoregressive Region autoregressive

"M6-rec: Generative pretrained language models are open-ended recommender systems.” arXiv preprint (2022).



} LoRA Adaptation

O Low-Rank Adaptation of LLMs (LoRA) fine-tuning

% Fine-tuning a 7B model needs 7,000,000,000x8/1024"3 =52GB GPU memory

% LoRA only fine-tunes the feed-forward networks (FFNs)
» Making it possible for consumable GPUs to train 7B and even 13B LLMs

h I

Pretrained
Weights

"Lora: Low-rank adaptation of large language models." arXiv preprint (2021).



| TALLRec

J LoRA Fine-tune LLMs

: Lightweight Tuning TALLRec Framework R:C-Tw:ing
) 'E amples
LoRA © Al 26 o ,
paca . Instruction
i um 3 Tuning ﬁ Rec-Tuning —
Input ﬂ LLM Output A A Output

%K

"Tallrec: An effective and efficient tuning framework to align large language model with recommendation.” RecSys (2023).
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| Brief Ideas of Prompt

d An intuitive prompt design for ChatGPT

ChatGPT
Prompt Formula
Ignore the previous prompts in this conversation. You are an experienced content writer with

: - high levels of expertise and authority within the tech industry. Your task is to write content that
@_ will be published online on websites, social media, email newsletters, and in advertisements.
Your writing style is informative, friendly and engaging while incorporating humor and real-life

examples. | will provide you with a topic or series of topics and you will come up with an

Instruction engaging article outline for this topic. Do you understand? <
Clarify

Rewrite using more natural, expressive language and include some examples to accompany
Refine this information <

ChatGPT for Gmail

https://blog.cloudhg.net/how-to-write-chatgpt-prompts-for-email/



} What & Why Prompt

d Atext template that can be applied to the input of LLMs

)
°\

Why prompting than pre-
training or fine-tuning?

© Pre-training & Fine-tuning
* Retraining LLMs for downstream transfer requires large task-specific datasets and costly
parameter updates.

© Prompting
% Prompt makes it possible for downstream tasks to take the same format as the pre-training
objectives during the inference stage, requiring no new parameters.



} What & Why Prompt & (@

1 A case comparison of pre-training, fine-tuning, and prompting

great MLM 1o label:positive

terrible v/ head | utterly v/ label:negative v/
X Vocab V X VocabV X Label space
[[CLS] it's a|[MASK]| movie in every regard , and |[MASK]| painful to watch . [SEP]] [ [CLS]| No reason to watch . [SEP] }
(a) MLM pre-training (b) Fine-tuning
MLM | _ | great (label:positive)
head (label:negative) v/
' Label mapping M())
[ [CLS] No reason to watch . It was [MASK]|. [SEP] A fun ride . It was great . [SEP] The drama discloses nothing . It was . [SEP] J
F——— Input it Template — F— Demonstration for label:positive i | Demonstration for label:negative i

(c) Prompt-based fine-tuning with demonstrations (our approach)

"Making pre-trained language models better few-shot learners.” ACL (2021).



l Prompting

1 Keep LLMs frozen and adapt LLMs to downstream tasks via task-specific
prompts

\/

% Prompting designs a text template called prompt that can be applied to the input of LLMs.

Model Tuning Prompt Design
(a.k.a. “Fine-Tuning”) (e.g. GPT-3)
( N ( ™
Pre-trained Model Pre-trained Model
¢ Tunable & % Frozen #*
A . J b /
R =
HEEEEEE Leleloe) (L [ [ [ [ ]
Input Text Engineered| Input Text
Prompt D

»

e.q., “Will the user  buy item ?

“The Power of Scale for Parameter-Efficient Prompt Tuning” EMNLP (2021).
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I In-context Learning (ICL)

O Elicits the in-context ability of LLMs for learning (new or unseen) downstream
tasks from context during the inference stage.

% Task Descriptions: natural language instruction of task.
* Prompt: natural language template of task.
s Examples: input-output demonstrations of task.

Zero-shot Few-shot

The model predicts the answer given only a natural language In addition to the task description, the model sees a few

description of the task. No gradient updates are performed. examples of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt
"Language models are few-shot learners.” NeurlPS (2020)



I Insights on ICL in RecSys

N\
%» Teach LLMs to Act as RecSys

\

° Bridge Traditional RecSys and LLMs
|
e Act as Agent & Use External Tools

/




I Teach LLMs to Act as RecSys

d

Strategies for prompt construction tailored different recommendation tasks

s ICL template: tasks description, prompt, demonstrations

\/

** Role injection: e.g., “You are a book rating expert.”
* Format indication: e.q., “The output format should be ...”

\
. . 4 k- ific P t ti
Few-shot ICL (with demonstrations) ask-specific Prompt Generation| ChatGPT as Recommender
1

e Task Description Vo =N

Task description 1 )
1 User-specific Injection

Your task 1s to recommend Below are some examples. p J

| Task Description_

|_User-specific njection

__Format Indicator __
L]

[3] <item title 3> ~ H M . T Item Attributes

Recommend item:

anew item basedon ____ % Format Indicator
User-1tem interactions: C_ED. < N\ J
User-item interactions: [1] <item title a> O o
[1] <item title 1> [2] <item title b> ° 2 o .
[2] <item title 2> Récomr.nend ttem: 2,9 — User profiles User-item interaction
<item title c> % <
P>
L

Accuracy-oriented Tasks

Rating Prediction j Direct Recommendation

Zero-shot ICL (without demonstration)

Sequential Recommendation

Explainability-oriented Tasks

"Is ChatGPT a good recommender? a preliminary study.” CIKM (2023).



I Teach LLMs to Act as RecSys

d Task-specific prompt construction via ICL

4

s Black: recommendation task descriptions
< Grey: current input
% Red: format requirements
< Blue: input-output demonstrations
r---————FFF """ """""""!"">-""""-""\=>"” """\ 1

Rating Prediction

How will user rate this product_title: "SHANY Nail Art Set (24 Famous Colors Nail Art Polish, Nail Art Decoration)" , and
product_category: Beauty? ( 1 being lowest and 5 being highest) Attention! Just give me back the exact number a result , and you don't need

zero-shot
a lot of text.

Here is user rating history:

few-shot
Based on above rating history, please predict user's rating for the product: "SHANY Nail Art Set (24 Famouse Colors Nail Art Polish, Nail

Art Decoration) ", (1 being lowest and5 being highest,The output should be like: (x stars, xx%), do not explain the reason.)

e — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

"Is ChatGPT a good recommender? a preliminary study.” CIKM (2023).



I Teach LLMs to Act as RecSys

d BookGPT

Role Injection Prompt Task Description Prompt Task Output Format Prompt Task Boundary Prompt N-shot Prompt

i (A) Book Rating Pred. Prompt (Zero-shot Modeling) [Sikielt (C) User Rating Preference Pred. Prompt (Few-shot Modeling) §&

Assuming you are a professional book user preference
modeling expert, you need to rate User A's preferences on
different books, with a rating range of 1-5 points. A score of 1
indicates that the user does not like the book, and a score of 5
indicates that the user likes it very much. Known user A's rating
results for some books are as follows:

i Suppose you are a book rating expert who is skilled in rating |
. different books. Please rating the book named: one hundred ;
. years of solitude. Only the score between 0 and 10 points E
i needs to be output, without any other textual explanation. 1

______________________________________________

————— (B) Book Rating Prompt Pred. (Few-shot Modeling) EEk

(1) A Brief History of Time, Author: S. Hawking, Score: 5.0

Suppose you are a book rating expert who is skilled in rating — . : l
(2) Le Petit Prince, Author: Saint-Exupéry, Score: 2.0 !
I

different books. Examples of rating results for some known

books are as follows: . '
Please rate the following books and predict User A's

preferences for these books.
(2) Harry Potter, Author: J.K.Rowling, Score: 9.7
(1) The Nature of Space and Time, Author: S. Hawking

Please rating the book "one hundred years of solitude" written (2) The Alchemist, Author: Paulo Coelho

by Gabriel Garcia Marquez. Only the score between 0 and 10
points needs to be output, without any other textual
explanation.

The output result does not require any textual explanation, only

i t
i i
i (1) Nineteen Eighty-Four, Author: George Orwell, Score: 9.4 :
i |
: "1 the scoring and retaining 2 significant digits.

i 5 . . S = S i i S ™, . G, O i, - S - > s o 5 i, ., G, i B e s e . |, . . i ' o ' e i ki o

"BookGPT: A General Framework for Book Recommendation Empowered by Large Language Model." arXiv preprint arXiv:2305.15673 (2023).



Recommendation-Driven Prompting

... this is for

recommendation ...

\
/[ Model Input | \

The description of an item is as follows:
‘{description}’, what else should | say if | want to
recommend it to others?

/[ Model Output }

This is a heartwarming story about friendship
and self-discovery. It follows a group of toys on
an exciting journey as they learn the
importance of being there for each other. With
its charming characters and captivating plot,
this is a must-read for anyone looking for a fun
and inspiring adventure.

N J

/[ Model Output }

I Teach LLMs to Act as RecSys

J LLM-Rec

Engagement-Guided Prompting

/[ Model Input }

Summarize the commonalities among the
following descriptions: ‘{description}’;
{descriptions of other important neighbors}'

.

The commonalities among the descriptions are
that they all involve journeys, discovery, and
comedic elements.

N Y

N I

"LIm-rec: Personalized recommendation via prompting large language models.” arXiv preprint arXiv:2307.15780 (2023).

Recommendation + Engagement

... this is for
recommendation ...

The description of an item is as follows:
‘{description}’. What else should | say if | want
to recommend it to others? This content is
considered to hold some similar attractive
characteristics as the following descriptions:
{descriptions of important neighbors}'

N J

Model Output }

This item is a great choice for those looking for
an entertaining and heartwarming story about
friendship. It follows a group of toys on a
journey of self-discovery as they learn the true
meaning of friendship. It has a similar feel to
classic films such as ‘Being John Malkovich’,
‘Airplane!” and ‘Monty Python and the Holy
Grail’, combining elements of comedy,
adventure and fantasy. It's sure to be a hit with

viewers of all ages! /
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I Bridge Traditional RecSys and LLMs

O Integrate LLMs as feature extractor of users and items into RecSys

4 ] ] )
Modeling Paradigm Case
Embeddings
l .?a User Profile ||:E| Item Profile
El I:' D |:| gnique;;t;;D: U12345 N ﬁ;\ LLM rlrjfiiqu;;t%n.ll ID:[.>B7~8901
,;> ame: . itle: /ne Silent Patient
LLM Age: 29 | Embeddings| Genre: Thriller, Mystery
HEE--H Location: New York, USA @ Rs Average Rating: 4.5 out of 5
EE EH EE H RS Membership: Premium Member = l, Description: A gripping
— Reading Preferences: Fiction, psychological thriller about a
Item User Historical Novels... woman’s act of violence...
(1) LLM Embeddings + RS
] I;I Ll__l I;IW .?; User Profile — “é:. LLM [ @ Item Profile
Unique User ID: U12345 3 Unique Item ID: B78901
LILLM b £ Name: XXXX . The user is not Title: The Silent Patient
B A Age: 29 interested in the Genre: Thriller, Mystery
Tokens Location: New York, USA Thriller series. Average Rating: 4.5 out of 5
HE-E EHE-E RS Membership: Premium Member v N Description: A gripping
Item - User Reading Preferences: Fiction, 'f-é,, RS psychological thriller about a

Historical Novels... woman'’s act of violence...
(2) LLM Tokens + RS

"A Survey on Large Language Models for Recommendation.” arXiv preprint arXiv:2305.19860 (2023).




Bridge Traditional RecSys and LLMs

d KAR

’0

’0

* Prompt LLMs to obtain open-world knowledge beyond original recommendation dataset.
» Integrate LLM-based open-world knowledge into domain knowledge of RecSys.

Knowledge Reasoning & Generation

- | Knowledge Utilization

= Genre
. AEDirector
Movie .
Time

Prompt
Generator

A

Scenario-specific Factors

Preference Reasoning Prompt

Given a female user who is aged
25-34..., the user's movie viewing
history over time is: Squid Game,
3 stars... Analyze the user’'s
preferences on movies, consider
factors like genre, director...

Item Factual Prompt

Introduce the movie ‘Dune’ and
describe its attributes, including
but not limited to genre, director...

225

LLMs

Reasoning Knowledge

It seems that she is
interested in...

Knowledge Adaptation
Reasoning
Representation
- Gating
| Network

_| Knowledge

Factual Knowledge

‘Dune’ is a sci-fi movie
that...

Encoder

0~ 0

Preference Experts

0 -0

Shared Experts

(0-0

Item Experts

ol Gating

Factual
Representation

Reasoning
Augmented Vector

3

Fact Augmented
Vector

et Hybrid-expert

Adaptor

oleie X0 F]
User, item, context
features

J

"Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models." arXiv preprint arXiv:2306.10933 (2023).




I Bridge Traditional RecSys and LLMs

J Chat-Rec does it vice versa

\/

% RecSys generate a large set of candidate items.

\/

s LLMs refine candidate set based on user dialogue and other side information.

/ \ - ; 3 / . ; \
Q1: Could you recommend some | |_ Recommendation User — Item History Interaction Q1: Could you recommend some action movies
action movies to me? L System R ) to me?
( i - Determine1: Use RecSys? Yes
A1: | have selected the following movies for User Query Q; User profile : History of : ;
yoix to consider: 9 L i Dialogue Hg Execute 1: Recommendate Action Movies —
Fargo (1996): This movie is a crime drama ! ! ! | ! Inputs: (history interaction, user profile, action
that takes place in Minnesota... e N movie )
Heat (19.95): This is a crime thriller with a Prompt Constructor C — .
lot of action and drama... Intermediate Answer A;:

Die Hard (1988): Die Hard is an action-
packed thiller about a New York cop

named John Mcclane ...
@ ChatGPT Determine 2: Use RecSys? No

Execute 2: Rerank and adjust Top-k results —
Inputs: (history interaction, user profile,
Intermediate Answer A;: top-20 results)
Outputs A4: Top-5 results (...)

Top-20 results (...)

Q2: Why did you recommend the
“Fargo” to me?

A2: | recommend “Fargo” because it has a
strong reputation as a classic crime movie,

and it contains elements that may appeal .
to your interests based on your movie ’ Determine1: Use RecSys? No

Q2: Why did you recommend the “Fargo” to me?

history and personal information. RecSys Candidate Set Construction Execute 1: Explanation for recommendation—

1. Genera: You seem to enjoy a variety of » oL . . "
genes including drama, action, and crime. Inputs: (“Fargo”, history interaction, user profile)

“Fargo” is a crime drama that also contains Answer A,:
Intermediate 2

elements of dark comedy and suspense. - - ;
History of Recommendation R; (<) Answer A, 0 Explanation(l recommend “Fargo” because it ...)

"Chat-rec: Towards interactive and explainable lIms-augmented recommender system.” arXiv preprint arXiv:2303.14524 (2023).

|
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I Act as Agent & Use External Tools

1 RecAgent

\/
0’0

LLMs act as agents to simulate user behaviors: RecSys, chatting, posting.

\_ Sensory Memory

[E——

Short-term Memory

Long-term Memory/

s T :
(Profllmg Module _ ID Name 4 Action Module
r — B Gender Age - \
o = || Traits | Status [.J'[> Profile
Human  GPT Dataset L | Interest | Feature - - 9
> < Context -3
Memory Module \ )| @
_ [ Memory ) (@ Memory R - o
Raw Observation Enhancement Reflection (ostricilo 3
———— | [T T ]| transter - —]| || | g
Information : [ EEEEN
compressing I:> lt' |t’ i . N _ § ?.
Importance score |:| I:’ :I:l: <:| ] i Memory
| assignment J L :D: Reading :j ]

\

"RecAgent: A Novel Simulation Paradigm for Recommender Systems.” arXiv preprint arXiv:2306.02552 (2023).



I Act as Agent & Use External Tools

d Agent4Rec

I/ User Profile

=]
I Activity Conformity Diversity

16 .
[ Unique Tastes
\ ]
s —— ———— — — — — — — — — — — — — — — — —
s G 323230 — N ST T - \\
[/ s N\ ( . N /
I Recc;rlnme.jnhdatlon Page-by-Page Recommendation ( Profile Module |
| AL Spider-Man: Into the Spider-Verse |
| 7 ™ Module ) |
| Quality: 4.19'Popular|ty: 174.1 views Retrieval [ Factual Memory J |
Summary: Miles Morales gains |
| superpowers after being bitten by [ Emotional Memory ] |
: a spider and becomes the unique N L >, |
Spider-Man. E - |
: v Action Module ) I
| Iron Man (2008) (View & Rate & ResponseJ |
| Quality: 3.82 Popularity: 261 views Memory |
| SR Bllllona.lre Shgmeor Tony ( Satisfaction Generation J Writing | '/
| Stark creates a unique weaponized | \
Exit suit of armor to fight evil. < ( Next / Exit J Exit
K “ & Feeling
\ > I :
N J nterview

"On Generative Agents in Recommendation.” arXiv preprint arXiv:2310.10108 (2023).



I Act as Agent & Use External Tools

O Graph-ToolFormer

A connected graph
(Lollipop graph)

i
O
()

& g Online social network
é

& g 8

& & &

= Knowledge graph

The Art of

the Deal

" New York

‘| People/person City g
Books/writer / Lo,

; o %

N

/
\
N
Donald - . People/president] presidentof / TN

Trump ) b

H/_‘A/lo\\ ’D’\ Grand Hyatt \9/
Causal LLMs Graph

GPT-J LLaMA € Reasoning
(6B) (7B) Toolkits

ChatGPT o

(Prompt Augmentation)

\ 4

In the lollipop graph, its node number is
<API>GR(GL(“lollipop-graph”), “toolx:order”)

According to Wikipedia, from 2017 to 2021,
—>10</API> 10.

Donald Trump was the president of
<API>GR(GL(“wikipedia-knowledge-graph”),
“transe:tail_entity”, “Donald Trump”, “president

of”) —> “United States”</API> United States.

The function of insulin protein is to
<API>GR(GL(“insulin-graph”), “seg-bert:function”) —>
“control blood glucose”</API> control blood glucose.

Graph property reasoning

Protein molecular graph function reasoning Knowledge graph reasoning

"Graph-ToolFormer: To Empower LLMs with Graph Reasoning Ability via Prompt Augmented by ChatGPT." arXiv preprint arXiv:2304.11116 (2023).



I Act as Agent & Use External Tools

J RecMind

s Perform API calls of specific tools tailored to tasks.
% Task planning to break recommendation tasks into manageable steps.

Rating Prediction Direct Recommendation  Sequential Recommendation Review Summarization Explanation Generation

. . Write a review title to summarize
user_X has interacted with the

How will user_X rate the item
"Kusco-Murphy Tart Hair"?

The rating should be an integer
between 1 to 5, with 1 being

From the item candidates listed
below, choose the top 10 items to
recommend to user_X and rank
them in order of priority from
highest to lowest.

following items in chronological
order: [“Old Spice Body Wash
Red Zone”, ...... ]

Please recommend the next item
that the user might interact with.

the review from user_X to item
"Chrome Razor and Shaving
Brush Stand". The review is "The
stand is more solid then I expected
for the price. The shape of this

Help user_X to generate a 5-star
explanation for item "FoliGrowth
Hair Growth Supplement”.

lowest and 5 being highest. Candidates: [“Rogaine Women stand allows me to hang the
. i Choose the top 10 products to .
Hair Regrowth Treatment”, ...... ] di der of briori shaving brush over the soap bowl,
;f;(;n;:;]i]nest lz lc())\rv est priority, I couldn't do that with stand I had
& est gotten with the kit."
e 3
| RecMind — |
| 00IS |
|
: Expert Models ~ :
| - |
: Memory SQL Tool @ SOL :
I
|
| .
| Personalized World Search Tool @%\ :
| Memory Knowledge :
|
\ ________________________________________________________________ -’/

"Recmind: Large language model powered agent for recommendation.” arXiv preprint arXiv:2308.14296 (2023).
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I Chain-of-Thought (CoT) Prompting

 Annotates intermediate reasoning steps into prompt to enhance the reasoning
ability of LLMs

Standard Prompting Chain-of-Thought Prompting
/( Model Input ) \ /( Model Input ) \
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 +6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

\_ j Co they have? J

Model Output J Model Output j

. - A: The cafeteria had 23 apples originally. They used
A: The answer is 27. 3§ 20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3+ 6 =9. The
answer is 9. ¢/

"Chain-of-thought prompting elicits reasoning in large language models.” NeurlPS (2022).



] Beyond “Chain”-of-Thought
d RecMind

s Tree-of-Thoughts (ToT, 2023): generate & select multiple candidates for next step, but eventually
return single reasoning path similar to CoT.
s Self-Inspiring (Sl, proposed): further explore alternative reasoning path in parallel to other paths.

Rating Prediction Direct Recommendation  Sequential Recommendation Review Summarization Explanation Generation

Thought F . q o user_X has interacted with the WA a review b i summarize
. . o i i i candldate_s kil follo:ving items in chronological (S fevilsny (A0 TEEp 1t'em
Step Actlon How will user_X rate. the item below, choose the top 10 items to order: [“Old Spice Body Wash "Chrome Razor and Shaving
. "Kusco-Murphy Tart Hair"? recommend to user_X and rank Red Z.on - ] Brush Stand". The review is "The Help user_X to generate a 5-star
ObserVatlon The rating should be an integer  them in order of priority from Ple ' aooocx d th . stand is more solid then I expected explanation for item "FoliGrowth
between 1 to 5, with 1 being  highest to lowest. case recommen .t © next' ttem for the price. The shape of this Hair Growth Supplement”.
lowest and 5 being highest. Candidates: [“Rogaine Women that the user might interact with. stand allows me to hang the

Choose the top 10 products to
{ il recommend in order of priority,
from highest to lowest.

shaving brush over the soap bowl,
I couldn't do that with stand I had
gotten with the kit."

Hair Regrowth Treatment™, ...... 1

;71 N-1 @ .71 N-1 @
/ ’
1 1 (-~ - - - - - T T/ /T /T T T === N
@l\ @ \ @ \ @ \ @ : \ RecMind i
\\ A \\ A 4 @ I g @ |
~ ~ o | |
] N( 1) N(2) ] N( 1) N (2) i ° Expert Models v :
I o —~ l
@ @ ¢ | s st Gso || |
A | T = -
' Personalized World Search Tool |
N+1 N+1 i elr\jl(:rllfolrzye Kn()\fs)/led ge M @ i
O, 7 ____________________________________________ /
(a) Tree-of-Thoughts (DFS) (b) Self-Inspiring

"Recmind: Large language model powered agent for recommendation.” arXiv preprint arXiv:2308.14296 (2023).



I Potential of Graph-of-Thought

d GoT

% Fusion of thought graph representation into text representation.
% RecSys can be considered as a special case of link prediction problems in graph learning.

Input Encoder Feature Fusion Decoder
Thought Graph ()
* GoT ®
_,» Encoder _ o
! ® Gated
& o Cross Eusion Transformer
- , X — — SN
o @ Graph o Attention Decoder
4 Attention d Layer
Network '7'
Graph-of-Thought
Constructor l
i I —_—
Input Text o Output
' Text ® I T |pgmm—mm—m—m—m—————— \
Question: Do ferns r
produce seeds? encoder m O IStagt.e 1 . I
Choices: (A) Yes (B)No — -~ @ IPr'edlct Rationales |
fﬁ::vesx:;z;;edcmgf; Transformer ® PS | Lecture. Fern plants reproduce I
afern v Encoder O I using both asexual reproauction —
L and sexual reproduction- |
r Predicted | ‘ : SoIL:;[ionM Femi do not Zoduce |
. I seeds. Mature ferns produce
-~ Eath’E'e_s — Vision 1 spores-- :
| Optional encoder N - 2]
QO
mage (Optional) O Cross Stage 2 (g
g & . Feature O Attention Predict Answers N
—*  Extractor o _
= e ® The answer is (B).
€ & o

"Beyond Chain-of-Thought, Effective Graph-of-Thought Reasoning in Large Language Models.” arXiv preprint arXiv:2305.16582 (2023).
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l Prompt Tuning

d Only involves minimal parameter updates of the tunable prompt and the
input layer of LLMs

\/

s Prompt tuning adds new prompt tokens to LLM and optimizes the prompt.

Prompt Tuning Prompt Design
(Ours) (e.g. GPT-3)
4 N
Pre-trained Model Pre-trained Model
* Frozen * # Frozen #*
@ lafal LI LT sl [ [ [ [ [ ]
—— > J —— >
Tunable Soft| Input Text Engineered  Input Text
Prompt Prompt
/
e.g., continuous vector
“05 | 02 | 04 | 07 | 05| 06| 02| 08|

“The Power of Scale for Parameter-Efficient Prompt Tuning” EMNLP (2021).



I Hard vs. Soft Prompt Tuning

d Taxonomy

» “Prompts can be discrete templates or soft parameters that encourage the model to predict
the desired output.”

» “ICL can be regarded as a subclass of prompt tuning where the demonstration is part of the

prompt.”

<Original input> <Prompt tokens>

©

- : tunable
...... + 4 (.|t —» ]}LMS i —Output—>» | Loss Grounding o

output @ : frozen

"A survey for in-context learning.” arXiv preprint arXiv:2301.00234 (2022).



I Hard vs. Soft Prompt Tuning

O Hard prompt tuning - learn tokens of discrete text templates

% Convenient and effective to refine natural language prompts but faces discrete
optimization challenges, like laborious trial and error to find suitable prompts.

O Soft prompt tuning - learn tokens of continuous parameters

% Feasible for tuning on continuous space but in a cost of explainability, since soft
prompts written in continuous vectors are not interpretable to humans.

@ Which to choose?
'i'i%';' Hard or Soft?



l Prompt Tuning in RecSys

d PEPLER

* Hard prompt tuning: utilizes item features (e.g., titles) as a discrete prompt for explanation
generation.

s Soft prompt tuning : treats user and item embeddings as continuous prompt for explanation
generation- Explanation Generation Explanation Generation

ololoe

Linear Layer

Million or even s 3

billion-scale Linear Layer
H J
users and items -

J

sn,l sn,2 sn,3 sn,4 sn,s sn,6

sn,l sn,Z sn,3 sn,4 sn,S sn,6 sn,7

Item

~
Pre-trained Transformer (e.g., GPT-2)

& B

Pre-trained Transformer (e.g., GPT-2)

.

.

User
Features in
training data
Return
Look-up Features ~ : N
for (u, i) Pre-trained Transformer (e.g., GPT-2) Pre-trained Transformer (e.g., GPT-2) )
i — | A || £ || s |kbosy| e || ez || &5 - . I—z—l cbos{ | e; || e; || es
User Item : 1 4 T ) L T I\ T J

Hard
}Jos

Discrete Prompt Explanation Embedding Look-up Continuous Prompt Explanation

"Personalized prompt learning for explainable recommendation.” ACM Transactions on Information Systems (2023).



] Bridge Hard & Soft Prompt Tuning & (&) 35w

d POD

4

L)

L)

» Discrete hard prompt suffers from processing long text of user and item IDs.
» Distill the discrete prompt to a set of soft prompt so as to bridge IDs and texts.

4

L)

L)

Prompt Distillation

N\

Generate an explanation for

S R user_1234 about jitem_5678
Can you help generate an
<P1>  <Pl> explanation for user_1234
Training about the product:
item_5678
Tasks Input (raw) Output
<P1> <P1> Help user_1234 generate an 1 1 il P1 1234 i 567 h i i bl
explanation for item_5678 Explanation Generation <P1>  <P1> user_ item_5678 The price is reasonable | </s>
Sequential Recommendation <P2>  <P2> user_1234 item_9365 = e item_3412 2373
Y
V' Sequentially ordered items
@ Top-N Recommendation <P3>  <P3> user_1234 item_6789 e item_2384 2373
Inference <P1> <P1> user_1234 item_5678 J» Candidate items (target item included)

“Prompt distillation for efficient lIm-based recommendation.” CIKM (2023).
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I Instruction Tuning & (¥

O To enhanced the zero-shot performance of LLMs on unseen tasks by
accurately following new task instructions

\/

% Instruction tuning is a combination of both prompting and fine-tuning paradigms.

(A) Pretrain—finetune (BERT, T5)

(o )
Pretrained Finetune on Inference . .
[ LM |—’ taskA > ontaskA (C) Instruction tuning (FLAN)
* Typically requires many f . Instruction-tune on )
task-specific examples Pretrained |_ manv tasks: — Inference
* One specialized model LM B 3’ D on task A
L for each task ) St
Model learns to perform Inferenc;e ol?
. many tasks via natural unseen tas
(B) Promptlng (GPT—3) 9 language instructions )
Improve performance
via few-shot prompting
Pretrainedw or prompt engineering Inference
LM y > on task A

"Finetuned language models are zero-shot learners.” ICLR (2022)



| Stages of Instruction Tuning

Instruction Generation
(= Prompting)
|
S 1 Model Tuning with Prompt
2 (= Fine-tuning)




| Stage 1: Instruction Generation

d A format of instruction-based prompt in natural language

s Task-oriented input: task descriptions based on task-specific dataset.
% Desired target: corresponding output based on task-specific dataset.

Finetune on many tasks (“instruction-tuning”)

Input (Commonsense Reasoning) | Input (Translation)

Inference on unseen task type

Here is a goal: Get a cool sleep on Translate this sentence to

summer days. Spanish: Input (Natural Language Inference)
How would you accomplish this goal? The new office building Premise: At my age you will probably
OPTIONS: 18 Ll s et Hal i have learnt one lesson.

-Keep stack of pillow cases in fridge. months. Hypothesis: I not certain how many
-Keep stack of pillow cases in oven. Target | lessons you'll learn by your thirties.
Target El nuevo edificio de oficinas | Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construy6 en tres meses. OPTIONS:

_ _ -yes | [ -itis not possible to tell | [ -no
Sentiment analysis tasks
FLAN Response

Coreference resolution tasks , _
It is not possible to tell

"Finetuned language models are zero-shot learners.” ICLR (2022)




I Instruction Generation for RecSys

1 InstructRec

e

*

Pointwise recommendation (T)
Pairwise recommendation (T4)
Matching (T,)

Re-ranking (T'3)

e

*

e

*

e

*

Table 1: Example instructions with various types of user preferences , intentions ,and task forms . To enhance the readabil-
ity, we make some modifications to the original instructions that are used in our experiments.

Instantiation Model Instructions

(P1, Iy, Ty) The user has purchased these items: <historical interactions> . Based on this information, is it likely that the user will interact with <target item> next?

(Po, Ip, T3) You are a search engine and you meet a user’s query: <explicit preference> . Please respond to this user by selecting items from the candidates: <candidate items>.
(Po, I1, T2) As a recommender system, your task is to recommend an item that is related to the user’s <vague intention> . Please provide your recommendation.

(Po, I, T2) Suppose you are a search engine, now the user search that <specific Intention> , can you generate the item to respond to user’s query?

(P1, Py, T2) Here is the historical interactions of a user: <historical interactions> . His preferences are as follows: <explicit preference> . Please provide recommendations .
(P1, I, T) The user has interacted with the following <historical interactions> . Now the user search for <vague intention> , please generate products that match his intent.
(P1, 15, T5) The user has recently purchased the following <historical items>. The user has expressed a desire for <specific intention>. Please provide recommendations.

"Recommendation as instruction following: A large language model empowered recommendation approach.” arXiv preprint arXiv:2305.07001 (2023).



| Stages of Instruction Tuning

Instruction Generation
(= Prompting)
|
e Model Tuning with Prompt
2 (=~ Fine-tuning)




| Stage 2: Model Tuning with Prompt

O Recall the fine-tuning paradigm

\/

* Full-model tuning with instruction-based prompt

\/

% Parameter-efficient model tuning with instruction-based prompt

h I

Pretrained
Weights

"Lora: Low-rank adaptation of large language models.” ICLR (2022).




I Instruction Tuning in RecSys
O TALLRec

’0

* Instructions generation template of recommendation tasks.

’0

* Model fine-tuning using LoRA with instruction input-output pairs.

Instruction Input

Rec Task Sample

Given the user’s historical interactions, please determine

Task Instruction: whether the user will enjoy the target new movie by Historical Sequence
answering "Yes" or "No". |. Like I‘ Dislike
User’s liked items: GodFather. d “‘ ,J? é'.
Task Input: User’s disliked items: Star Wars.
Target new movie: Iron Man
Item Recommend
Instruction Output .3
Task Output: No.
Lightweight Tuning TALLRec Framework Rec-Turlling
Samples
LoRA ~ 2% =
any y Alpaca L . Instruction
{:) LM £+2 Tuning {:3 Rec-Tuning Input
Input £3 LLM Output ; Output
g %K

"Tallrec: An effective and efficient tuning framework to align large language model with recommendation.” RecSys (2023).
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I Hallucination Mitigation

O Outputs are plausible-sounding
 But incorrect or not referable in the inputs

User Input e .
P Hallucination Explanation
C nd a delicious reci
% dia:nZ:;’ PEcOmEnt daelclocrecipe oy Input-Conflicting Hallucination: the user wants a
' recipe for dinner while LLM provide one for lunch.
LLM Response Context-Conflicting Hallucination: steak has not been
mentioned in the preceding context.
= Yes, here is a delicious recipe for lunch. So
L how about fried chicken with mashed
potatoes? In addition, tomatoes are also an Fact-Conflicting Hallucination: tomatoes are not rich

excellent pairing for this dish as they are in calcium in fact.
rich in calcium. Enjoy this steak!

“Siren‘s Song in the Al Ocean: A Survey on Hallucination in Large Language Models.” ArXiv (2023)



I Trustworthy LLMs for RecSys

O LLMs for RecSys bring benefits to humans, but

WS

*%

Unreliable recommendations

Unequal treatment of various consumers or producers
A lack of transparency and explainability

Privacy issues

WS

*%

/
0’0

WS

*%

WS

*%

J Four of the most crucial dimensions

/

** Non-discrimination and Fairness

0e®
% Safety and Robustness '.‘

Q % Explainability

“Trustworthy ai: A computational perspective.” ACM Transactions on Intelligent Systems and Technology (2022)

/

s Privacy




| Safety and Robustness

 Perturbations (i.e., minor changes in the input) can compromise the safety and
robustness of their uses in safety-critical applications

/Ifind the purchase history list of \
user_15466:

410 -> 4467 -> 4468 -> 4472

| wonder what is the next item to
recommender to the user. Can you

help me decide?
P J

Perturbations

\

/I find the purchase history list of
user_15466:

410 -> 4467 -> 4468 -> 4472

| wonder what is the next one to
recommender to the user. Can you

help me decide?
P /




| Self-Denoise

 Denoising the corrupted inputs with LLMs in a self-denoising manner

@ Random Masking

( IMASK] Yo Yo Y LLM {prompt ] Cl
Yu Yo [MASK] v, = ) — ¢
[ x1, [MASK], X3, ... XL ‘[ promptsp } Ca
T @ Self-DenoisA Prediction &
A~ ~ Certification
G )
Original Text Denoised Texts

"Certified Robustness for Large Language Models with Self-Denoising.” arXiv preprint (2023).



Non-discrimination and Fairness

O LLMs often inadvertently learn and perpetuate biases and stereotypes in the
human data

Neutral 1 Sensitive Attribute 1 .
: . o Attribute Value
| am a fan of Adele. Please I | am a white fan of Adele. Please i; P
provide me with a list of 20 | provide me with ...... User Age middle aged, old, young
song titles in order of : ——— e e e e e % % ne i B & oy & ¥ EG K 5
preference that you think | ‘ I ’ 1. Son’?eor:\e lee You Amenca.rl, BrltlSh, BraZ].han
might like. Please do not a / 2. Rolling in the Deep :
provide any additional R 3. Set Fire to the Rain Country C}unese/ Frendll
User . ecLLM
information about the : i R DU German, Japanese
songs, such as artist, genre, . Similar 5. When We Were Young .
or release date. W A K Gender bo , gll'l, male, female
I Sensitive Attribute 2 Continent African, Asian, American,
Taiomeene e vy ] : : o doctor, student, teacher,
%/ 2. Rolling in the Deep 5 | am an African American fan of A Occupatlon )
{ 3. Set Fire to the Rain I Adele. Please provide me with ...... User Worker, writer
et iR 2 FEE bl b R S R I
Aﬁlcall Americar |,
5. When We Were Young | Dissimilar! | 1. Love on Top Race . =
6. All I Ask : :.1 | 2. 1 Will Always Love You blad(/ Whlte/ yellOW
7. Skyfall I Unfair! 3. Ain't No Mountain High Enough o Reh P -n -------- .. S '. '''' . o
8. Rumour Has It I y 4.1 Wanna Dance with Somebody g10 Buddhist, Christian, Islamic
9. Chasing Pavements . 5. Purple Rain S Ph sy r e nnnn
------ | RecllM ySICS fat, thin

"Is chatgpt fair for recommendation? evaluating fairness in large language model recommendation.” RecSys (2023).



I Explainability

O Certain companies and organizations choose not to open-source their
advanced LLMs, such as ChatGPT
1 The architectures and parameters are not publicly available

Why this product
How did this result

I want to buy

output

blackbox



I Privacy

1 Users’ sensitive information (e.g., email and gender) contained in data.
O If not properly protected, this data could be exploited.

‘- J-. ask recommendation ey
I > . ) 8
Name Tim trainin
Age 18 - R
Gender Male LLM
Response:
attack
e ————— —output EleusHlm; He 15
18 years old ...
/Prompt: ) !/
get sensitive information

Someone bought clothes,
a washing machine, and
hangers...... Who is this

erson?
J J




I Vertical Domain-Specific LLM4Rec

O Users can focus on content that is directly aligned with their work or personalized
preferences.

O The requirement for vast amounts of domain-specific data to train these models
poses significant challenges in data collection and annotation.

Health Care E%? i (ﬂ1 —% :.=(§’

@ ask | ®
Fi — | LM | ey
inance P& ‘ 1 e.T“n.‘ =4

Law

O = w— 2




I Amazon-M2

d The Amazon Multilingual Multi-locale Shopping Session Dataset
O Multilingual dataset consisting of millions of user sessions from six different locales

{ \

1 il T e e e
| : Title
| I f————------1
I | __Price __ |
| I

; | I =i e

| I

| "\ x| ," Bl F T P i e e 1
: : Description!
1 I (W froduct information . M
1 | | (e | 1
I I 1
! ! Other !

s 0 .
. . attributes |
N g el :
Current Sessions Next Product
(a) User sessions from different locales (b) Product attributes

"Amazon-m2: A multilingual multi-locale shopping session dataset for recommendation and text generation.” NeurlPS (2023).



| Users and ltems Indexing

d LLMs may not perform well when dealing with long texts in RecSys

 User-item interactions (e.g., click, like, and subscription) with unique identities

(i.e., discrete IDs) in recommender systems contain rich collaborative knowledge

Recommend user with
movies based on user
history that each movie

03 [ Is Item "04" still a movie?

with title, year, genre.

History:

[332] Heart and Souls (1993),
Comedy|Fantasy

[364] Men with Brooms(2002),
Comedy|Drama|Romance

Candidate:

M

[121]The Vampire Lovers
(1970), Horror

[155] Billabong Odyssey
(2003),Documentary
[248]The Invisible Guest
2016, Crime, Drama,

Do Item "01" and Item "02" share
similar characteristics?

Mystery

Output index of user's
favorite and dislike movie
from candidate.Please just
give the index in [].

L/

(0] 248 121

"LLMRec: Large Language Models with Graph Augmentation for Recommendation.” WSDM (2024).



I Multimodal LLM4Rec

d Graphs are ubiquitous in various disciplines and applications.
d Many of these graphs have nodes that are associated with text attributes.

| — (o ) B B

Text Node
Attributes features Text
Attributes Prompt Q
R ——
. . () =0
Prompt Prompt Predictions
=—>| Gen |” @—) LLM | - « <

T.CXt Prompt Enhanced Text Graph
Attributes Attributes Structures

"Exploring the potential of large language models (lims) in learning on graphs." arXiv (2023).



| Summary

> 22D LB DT

Introduction of RecSys in the era of LLMs (Dr. Wengi Fan)

Preliminaries of RecSys and LLMs (Yunqing Liu)

Pre-training paradigms for adopting LLMs to RecSys (Jiatong Li)

Fine-tuning paradigms for adopting LLMs to RecSys (Jiatong Li)

Prompting paradigms for adopting LLMs to RecSys (Zihuai Zhao)

©C 0O 0 0 0 0O

Future directions of LLM-empowered RecSys (Dr. Yiqi Wang)

Website QR Code

Our Survey: "Recommender systems in the era of large language models (IIms)." arXiv preprint arXiv:2307.02046 (2023).



I A Comprehensive Survey Paper

Recommender Systems in the Era of
Large Language Models (LLMs

Wengi Fan, Zihuai Zhao, Jiatong Li, Yunging Liu, Xiaowei Mei, Yigi Wang,
Zhen Wen, Fei Wang, Xiangyu Zhao, Jiliang Tang, and Qing Li

https://arxiv.org/abs/2307.02046

| B ICDVI’2023

A user recently watched movies: Here is the movie rating history of a [User]: I recently watched a science A new movie named The Godfather I u t O r I a I
user: fiction movie named Interstellar Part Il is recommended to a user,

A ;
3 )] * orel = | s
= . " ﬁ ' E E I‘LL‘I“ =
ﬂ [ ] [ ]
Based on the watch history, please 80 92 98 75 @ @ @ Please recommend some ... to me. who has recently watched movies: We S I t e S I e S

recommend five candidate movies Based on the above rating history of a

that the user might be interested in this user, please rate a movie named [User]: ...... T
-

from the following list: John Wick: Chapter 4 with a range
of 1-10 points. [User]: But Tdon't like ... because ... Please explain why this new movie is

0060 -0 .- Could you recommend other ... recommended to the user

Large Language Models (LLMs) 2! . vee
[ Chat6PT - 6PT-J for Recommender Systems m LLaMA Vigtna

Based on the watch history, I assume  The movie John Wick: Chapter 4 has [LLM]: Sure! Here are some ... This new movie is recommended to
this user is interested in movies of the similar ... to ... movie in the rating recommended to you: ... . the user because the ... features of
... genres and ... actor/actress. Here history. this new movie are similar to the ...
are the top five candidate movies: ®e® LLM]: ... of movies that recently watched by
Thus, the rating is likely to be 9.0. this user. Thus, the user may want to
o o o 9 0 [LLM]: My apologies! Here are ... . watch the recommended new movie.

Tutorial website: https://advanced-recommender-systems.github.io/lims_rec tutorial/ 165



https://arxiv.org/abs/2307.02046
https://advanced-recommender-systems.github.io/llms_rec_tutorial/

] Q&A

Feel free to ask questions.
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