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RA-LLM Learning: Training-free

* Retrieval models and language models are both frozen.
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RA-LLM Learning: Training-free

* Prompt Engineering-based Methods

World Cup 2022
was the last with 32
teams, before the
increase to

MOdC'S tournament

o .
= : FIFA World Cup 2026 will
EIO‘ Refriever expand to 48 teams. AW
L World Cup 2022 was th Large Language 48 in the 2026
or up was the

last with 32 teams, before
Qhe increase to

Y

 Retrieval-Guided Token Generation Methods

.........................

LeBron James was |!
born in Akron

, : M-
= . 5 ! ‘ Large Language
[:Q Re“"evezg’g[ LeBron James is a } _< gMOdel?S ’ &3
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RA-LLM Learning: Training-free

e |RCoT

@ Who wrote the 1970 international hit song that Murray Head is most recognized for? Retrieve( @ )

C—

N

O IRCoT Retrieve (Q) — [2 @ —> Q e
@ Interleaved Retrieval guided >

©e by Chain-of-Thought Reasoning

T1 « Reason (Q, , ¢ )

The 1970 international hit song that N Reason( @' ’ ®)

Murray Head is most recognized for

is "Super Star" Retrieve (T1) — Wikipedia Title: Mack Rides
Mack Rides GmbH & Co KG, also ...

A 4

Q: In what country was

Lost Gravity manufactured?

"g Star" itten b A: The Lost Gravity was manufactured by Mack
lpeln s e Ll en_ Y . Rides. Mack Rides is a company from

AndreW L|Oyd WEbber and Tlm RICG. Retrleve (T2) N Germany_ The answer is Germany.

I

_.
il

T2 — Reason (Q, [E+[E), T1)

Wikipedia Title: Murray Head

Murray Seafield St George Head ..

Wikipedia Title: Most Beautifullest Hits

T3 — Reason (Q, [E+ [E+[E), T1+72)
So the answer is: -

Andrew Lloyd Webber and Tim Rice. The Most Beautifullest Hits is ...
” iy Q: Who wrote the 1970 international hit .. @
L A: The 1970 international hit song that
,; Murray Head is most recognized for
A is "Super Star". "Super Star" was written

+ ﬁ + by. Andrew Lloyd Webber and Tim Rice.

Trivedi, Harsh, et al. "Interleaving Retrieval with Chain-of-Thought Reasoning for Knowledge-Intensive Multi-Step Questions.” ACL. 2023.
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RA-LLM Learning: Training-free

* GENREAD

« ». * seed (also correct
* create promptp, = “q.q; dcl; vy e ens dcn ' ( )

« generate document d. with p. using a large language model.
Using a reader (e.g., FiD), with g and the diverse documents {d,, d-, ..., dk}, find answers a.

f
Step 2: Get embeddings, andk{j |:|j

cluster them by K-means.

itttk Initial d: Generated d;: Generated d:
 Step 1: Get one document d for each | (M toi ltinational | [ M toC i A ) (Monsanto is a multinational
n : . . : onsanto is a multinationa onsanto Company is an Ame-
1 question q via retrieval or generation. ! _ : i ~ompany _ : ,
! i | agrochemical and agricultural rican multinational agrochemical || agricultural biotechnology
! /—\. | biotechnology corporation ... It || and agricultural biotechnology corporation. ... The company
! Question | Document | Cluster | | | is one of the world's leading corporation ... It is a leading also manufactures other
! - a d—— | | producers of roundup, a gly- producer of genetically engi- agricultural chemicals, such
1 . . . . s
E What does Ger d., C ! kphosate herbicide. (63 words) ) \neered seed and ... (70 words) NG insecticides ... (36 words)
1 Monsanto : Fo=====——-——--- m—————-- it e B et
| own? (WebQ) - ! ' Step 3: Given question g for training or inference,
: Aej cj ¢ 1| 1 foreachclusterc € {1..k}:
: 'L+ sample{q.,d.}j =1..n, whose clusteridis c; * agricultural chemicals
1
: L
| 1
| 1
| 1
| 1
1
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Yu, Wenhao, et al. "Generate rather than Retrieve: Large Language Models are Strong Context Generators.” International Conference on Learning Representations. 2023.



RA-LLM Learning: Training-free

* KNN-LM

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; vU; ki = f(c;) di = d(q,k;) p(k;) o< exp(—d;) PN (y) = Zly:‘vip(ki)

— 4 E Hawaii |3 |—>  Hawaii|0.7 —7 Hawaii | 0.8

Obama was senator for | lllinois
Barack is married to | Michelle
Obama was born in | Hawaii

lllinois lllinois [0.2 lllinois 1 0.2
Hawaii |5 —»| Hawaii|0.1

LN

Y

g

Obama is a native of | Hawaii

Classification Interpolation
A pryv(y) p(y)=Apan(y)+ (1= A)pLv(y)
Test Context Target Representation
T q=f(@) Hawaii | 0.2 Hawaii | 0.6
lllinois [0.2 » lllinois | 0.2
Obama’s birthplace is| 2 >

p(ylr) = A paan(ylz) + (1 = A) pm(y|z)

135
Khandelwal, Urvashi, et al. "Generalization through Memorization: Nearest Neighbor Language Models." International Conference on Learning Representations. 2019.



RA-LLM Learning: Training-free

* REST
Step 1: Retrieve docs Step 2: Construct Trie Step 3: Verify candidates
i Retrieved Context e Continuations k / Trie of \ KI' ree Attention \
: ; 3
numbers =[...]\n for i | in range( Continuations 3 @ @ v
dictionary ={...}\n fori |, itemin 5,@
2 1 v | v
import math \n for i | in range( —> . >
1 1.
numbers = [...]\n for i | in sorted( O @ v v
file = open(...) \n fori | in range( 1 1@ @ v v v
kdef sorted_c(...)\n for i\ sorted D \ / \ l /
1
+ Input &trieval-Based :_Candldates _
f = lambda num: [i for i S lative Decodina (REST ok In range(
' Speculative Decoding ( ) in range insorted X

136
He, Zhenyu, et al. "REST: Retrieval-Based Speculative Decoding.” NAACL. 2024.



RA-LLM Learning: Training-free

v" Work with off-the-shelf models

X All components are fixed and not trained

X Might not achieve optimal learning result of the whole model
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

* Independent training of large language models.

j Large Language
Lnput \ Models J_' OUTPU"'_]

* Independent training of Retriever.

v

L =0, Retriever = Datastore]—v Eﬁ _:'ja B
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

o EEm EEm S EEN RSN RSN S BN EEN EEE SN N B RSN MmN EEE EEE M MmN MmN Em BN M MmN REm MEm B MmN MmN REm B M MEm MEm Em B M MmN Em S M M oy

* Independent training of large language models.

Inout j é Large Language Ortout
P L Models P _]
A

———————————————————————————————————————————————

* Independent training of Retriever.

— e o = = o -

|
I
1
|
1
1
|
1
\

v

L =0, Retriever = Datastore]—v Eﬁ _:'ja B
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RA-LLM Learning: Independent Training

* Independent training of large language models.

( Large Language
Input L odels J_' OU*PU*T

Back-Propagate

/

Minimize — logP;y(y|x)

@ OpenAl O Meta

: Google Al ......
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

* Independent training of large language models.

Inout J é Large Language Ortout
P L Models P _]
A

g EEE EE EE S S DS DS S B EEE e EEe EEe S B B S B S EEe S S S G mEe S S S S S S S G S S S mae G G Eae S S e e ey

— e o o o e -

———————————————————————————————————————————————
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RA-LLM Learning: Independent Training

* Sparse retrieval models: TF-IDF  BM25

[0,0.8,0,0.9,0.7, ...]

Kobe Bryant, a legendary basketball player,
left an indelible mark on the sport ...

=

Kobe Bryant, a basketball icon and five-time
NBA champion, captivated fans worldwide ... [1' 2,0,0,0.6,0., ... ]

Text Chunks Sparse Vectors

No training is Needed!

Ramos, Juan. "Using TF-IDF to determine word relevance in document queries.” Proceedings of the first instructional conference on machine learning. 2003. 143
Robertson, Stephen, and Hugo Zaragoza. "The probabilistic relevance framework: BM25 and beyond." Foundations and Trends® in Information Retrieval. 2009.



RA-LLM Learning: Independent Training

* Denseretrieval models: DPR

L(q- pfr p__ p_—)
Inner Product Similarity LD Pin

sin(g;,p;")
sim(q,p) = Eq(q)"Er(p) — —log ——— e
( A ] esin(gi-p;) | 2?21 S (gi-p; ;)
veree. (0O0O0000) [CO00000
- 1
. Encoder \> Encoder

| f \

[Who is Kobe Bryant? ] Kobe Bryant, a legendary basketball player,
left an indelible mark on the sport ...

Query ¢q Text Chunks p

144
Karpukhin, Vladimir, et al. "Dense passage retrieval for open-domain question answering.” 2020 Conference on Empirical Methods in Natural Language Processing, 2020.



RA-LLM Learning: Independent Training

* Dense retrieval models: CoG

Phrase Table
Phrase Encoder ooy
[ MLPsta,_t][ MLP,md] E ... 1In theaters on ) i S e
o | October 22, 2021 in -+ the film premiered § - 0000
BERT model ] i . ) .. . e at the 78" ... =+
mode I' | the United States ... i oo
: September 3, 2021. ! m
1 () () ()
| (@ @) (@ ©O] [(@® ©O)] || So0s
i L in  States - and audiences . the . - . -
Source Text : | Token Embeddings
Collection e e e e e e e e e e e e
Copy
Prefix Encoder Maximum Inner Product Search
[...] [o.o][o--]

The Dune film was released |in theaters on October 22, 2021 in the United States]
[Before] [that] [,] [the film premiered at the 78" International Film Festival on September 3, 2021.]

Dstart — MLPstart (D)a Dend — MLPend(D)-
H,+1 = PrefixEncoder(z;, H;).
PhraseEncoder(s, e, D) = [Dstart[s]; Dengle]] € R?

Tian Lan, et al. “Copy is All You Need.” In The Eleventh International Conference on Learning Representations, 2022.
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RA-LLM Learning: Independent Training

* Model Training:

1 ex -
L= 13 log s p(qr - Pr)

PEPL eXp(q’f ) pp) - Z’wEV eXp(QkJ : Uw)

_ Zlog exp(qi, vp, )

146
Tian Lan, et al. “Copy is All You Need.” In The Eleventh International Conference on Learning Representations, 2022.



RA-LLM Learning: Independent Training

v' Work with off-the-shelf models, flexible

v" Each part can be improved independently

X Lack of integrity between Retrieval and Generation

X Retrieval models are not optimized specified for the tasks/ domains/ generators
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Part 3: RA-LLM Learning
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RA-LLM Learning: Sequential Training

* One component isfirst trained independently and then fixed.
* The other component is trained with an objective that depends on the first one.

X

(1. Retriever First ") (2. LLMs First ¢ )
— ¢ ) . J Input - Large Language OufpufJ
|=Ql Retriever‘i% &> Datastore — |=||=||= L Models
e | = | \_ : )
>\ L - J < > W ~
v [y
(= i i Large Language —
|=I Retrieve = Datastore — |=||=|I=-] - Input Models >é‘—*()ufpl.rl'
L Q | - ) === H -

A —
Input 4Lt Larg:ﬂcl,,:;gsuage FOUTPUT— U::|Q RetrieveH g Datastore}—* E_ﬁl—:_ﬁl_:_ﬁ J
% J

. t JEEAN 4
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RA-LLM Learning: Sequential Training

* Retrieval models is first trained independently and then fixed.
* Language models are trained with an objective that depends on the Retrieval.

5

X

(1. Retriever First 2 ! (2. LLMs First ¢ A
— { ) x J Input £ Large Language OufpufJ

E'Q Retriever‘i% &> Datastore — |=||=||= ¥ Models

= bl | el | N , <
>\ . - J < > = ~
¢ (g
(= i 1 Large Language
E‘ Retriever = Datastore — |=||=||=]- Input Models é‘—. Cutpul
Q — === Ll .

“:;'Q R:trieveH = Da‘rastor‘e}—‘ E_'}]E_'ﬁl_:_'ﬁ' J

LY .

% Large Language |
Input ndely FOutpuf—
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RA-LLM Learning: Sequential Training

________________ Encoded neighbours
Neighbours
e W e S O o e mee T [ R N S e e e e e R i R e 1
Retrieval BERT | E, Chunked cross-attention (CCA)
dataset I e’ — L .
IR LT TTT]
: > BERT EEEER : E, Encoded neighbours
! Frozen kNN Retriever J' E E
e e e T Attend ¥ y 2 |

Condition

Input
tokens L ] y

|
|
|
|
|
|
|
I
|
4 N 4 \ : H]
|
C1 :
|
0 -
c, 1, > CCA FFW |——» I
|
|
|
C3 I
— ' H
|
X

Borgeaud et al. 2022. Improving Language Models by Retrieving from Trillions of Tokens

 J




RA-LLM Learning: Sequential Training

* Language models are first trained independently and then fixed.
» Retrieval models are trained with supervisions from language models.

(1. Retriever First

{

|:;| Re'l'r'iever'i %
\ Q
p

e

(.

~

((

J

Datastore — |=||=

N_—

J

¥

X

I:;|Q Retrievet:g‘—>

~

= Datastore — |=||=|I=-] -

e

=,

A
Input

Large Language
Models

FOutpuf—

1

4

om Em o Em Em o o EE EE O o Em Em oy,

N

N

(2. LLMs First .
Large Language J
- all & Models k Output )
=

Large Language

AW
Inqu ‘ L Models

’;‘—*Output—

“:;'Q R:trieveH = Da‘rastore}—’ E_"]E_'ﬁl_:_'ﬁl J

N

=,

152



RA-LLM Learning: Sequential Training
* REPLUG (Retrieve and Plug)

Retrieved document d;

d
Jobs cofounded fJ 5 : oed 1300 N apple q
Apple in his GRS N HEC obs is the _"_, pear
Retrlever < parents' garage ) by adopted... CEO of _ ?
f ' apple
Document Steve Jobs | Jobs is the |_, ? _’aPPIe ngar
i passed away... CEO of _ q pear
Retrieval i not
Test Context X {
BLack box Jobs cofounded Joc‘:oEso 1sf the |_, (( ‘_.apple
Jobs is the | === Apple... o pear J
CEQ of -
Ensemble
AppLe
5 3 KL(Pa(d| 2) | Quu(d | 2.9) cn d bl
L= KL(PRd x) || Qum(d CCy) Pr(d| x) = T =
| z€B R( | ) Zdepr es(dx)/y Qd|,) ZdeD’ ePra(yld.e)/5

153
Shi, Weijia, et al. "REPLUG: Retrieval-Augmented Black-Box Language Models." NAACL. 2024.



RA-LLM Learning: Sequential Training

* AAR (Augmentation-Adapted Retriever)

(

Source LM h

L
-----
T .
----------
......

......
......
............

/

| R ~Q+D1J/Q+P2}-/Q +PN

Positives
Ground Truth U
> Top-K FiDAtt

P

Y

y

Negatives
ANCE Sampling

Generic

[Augmentation—Adapted Retriever Plug-In (=

L= 2. 2

q dtepbat d—eD—

flg,d"), f

Retrieve
N Docs

Pre-Trained Retriever

Target LMs Target Tasks

Yu, Zichun, et al. "Augmentation-Adapted Retriever Improves Generalization of Language Models as Generic Plug-In." ACL. 2023.
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RA-LLM Learning: Sequential Training

v Work with off-the-shelf models
v" Generators can be trained effectively based on the retrieved results

v" Retrievers can be trained to provide useful information to help the generators

X One component is still fixed and not trained

X Might not achieve optimal learning result of the whole modell
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Part 3: RA-LLM Learning
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RA-LLM Learning: Joint Training

* Retrieval models is and language models are trained jointly.

¥

[ l:;IQ Retr'ieverH g Da'l'as'ror'eJ—> %@% ]
[ - Large Language
Lput @ Models J— Qutpat—]
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RA-LLM Learning: Joint Training

* Retrieval Index Updating, which could be very expensive!

©  trdesing H & R;L:;vgh

J Large Language | : @

L Models Ou tpu +

* Solutions:
* Asynchronous index updating

* In-batch approximation

158



RA-LLM Learning: Joint Training

* REALM

L - #s-ér-nbie- -[ Pre-training PP - —sér-n;::ie- - Supervised
- Unlabeled text --===========--%-----——___." | corpus (X) - Input query - -=---cmmmmmmmmmmeeeo AT | data

The [MASK] at the top of the pyramid (:IJ) i what’s the angle of an equilateral triangle? (JJ) i
retrieve Textual : retrieve Textual
[Neural Knowledge Retriever (9) j-( —————— knowledge [Neural Knowledge Retriever () ]-: —————— knowledge
| corpus (Z) | corpus (Z)
(x,2) l’ (x,z) ]
\;[Knowledge Augmented Encoder (qﬁ)] \[Knowledge Augmented Encoder (c;&)j
—~Answer-———l1 ———————————— ! - Answer-—l———-—]
[MASK] = pyramidion (y) E i 60 degrees (y) E

160
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM

P Fs;;nbfeq -( Pre-training
- Unlabeled text e corpus (X)

i The [MASK] at the top of the pyramid (:C)

____________________________________________

| = T
. Textual . 1) = | >
[Neural Knowledge Retriever () }-cf&ltfl?‘fe— knowledge p(y ‘ ’ ) p(yj ‘ 7 )
corpus (Z) ]

| l =1
”1»( J
Knowledge-Augmented Encoder (¢)
l p(y; | z,x) o< exp (ijBERTMASK(j)(joinBERT(a:, zbody)))
- Answer-----------------,

[MASK] = pyramidion (y}

161
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM

L _sér-n;);eq - Supervised
- Input query - --------mmmmmme o , data

, what’s the angle of an equilateral triangle? (£) |

p(y|zz) o< > exp (MLP ([hsmana(s); Pemn(s)] ))

/ i Textual
[ Neural Knowledge Retriever (6) }-cfel reve knowledge s€S(z,y)
I corpus (Z) o
(1.2) f hstart(s) = BERTstarT(s) (jOinggpr (T, Zbody)),

\»[Knowledge—Augmented Encoder (ﬁb)j

hEND(s) — BERTEND(S)(jOinBERT(xv Zbody))v

162
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM - Asynchronous Index Update

E q il
— (o> Updated
— Index
Encoder ‘
&f:':;!5 — e o ; ,,““f*‘_ = a5 )‘

f(x,z) = Embediput () ' Embedgoc(2)

163
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning : Joint Training

 TRIME - In-Batch Approximation

— > 100M
=1 Full j
u T " Encoder /ﬁ\é _ thideX

Full Database |=|—

L I N ]
I e .“ ~ 10k
| 0) In-Batch
B DW Qe
e [Z]- Encoder () )

Training Batch ,,.

166
Zhong et al,, 2022. “Training Language Models with Memory Augmentation”



RA-LLM Learning : Joint Training

* TRIME

@® Target token’s embedding Positive in-batch memory
O Other token embeddings (O Negative in-batch memory

4 Forward pass \L Back-propagation

prediction (target: “Apple™)

N

Q :' (ODand O Microsoft l V| token
1\|' i @ Apple O color Jembeddings ;
( encoder ) < i @) ﬁI‘St @ .
) + ... works at Microsoft '
: ... returned to Apple | 1p.batch

Jobs became CEO of

E (... Jobs became CEO | memories !
: ... moves to Apple ] ;
v (O

---------------------------------

Zhong et al,, 2022. “Training Language Models with Memory Augmentation”

N

Local Memory: Miocal(ct) = {(cj, ) b<jst-1-

1
|
' Long-term Memory:
| Miong(et”) = {(e$?,2) } ke
|
\

External Memory: My = {(¢j,x;) € D}.

N o e e o o e e o e e e e e e e e e e e M e e e M M M e e e e e

f/Training Objective:
i P(w | c¢) = exp(E,Lfg(c))+
> exp(sim(ge(c), go(c;))).

\ (Cjaajj)EMtrain:wj =w

———————————————————————————————————

o —



RA-LLM Learning : Joint Training

 TRIME Data Batching Strategy

. Current token D In memory D Not in memory

|«— Segment len L —»|

Yy \

\ } Doc A
Batch size B Randomly 1 bocB BM25
. sampled . j . selected

] Doc C

A j /

(a) Default batching (b) Batching consecutive (c) Batching lexically
segments similar segments

Use BM25 scores to find similar text
chunks to provide more training
signals

Zhong et al,, 2022. “Training Language Models with Memory Augmentation”
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O NLP applications
O Downstream tasks

O Domain-specific applications



* Various applications

APPLICATION

N S@/‘p‘
ot f”n%a%
Like
- | : Song
. Watch
RECOMMENDER
USER Dfs/,'/i,@ SYSTEM
Movie no®
o .\L_“O(\"
(,OO’\\’\\(\‘:K
ﬁ Camera
Chatbots Recommendation Al for Science

Ferreira, Diana, et al., 2020. “Recommendation System Using Autoencoders”
https://www.intelli-science.com/p/large-science-models-in-2024-hype



RA-LLM Applications: NLP Applications

* Categories

[ Applications

NLP Applications
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* QA Systems

Applications

NLP Applications
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* QA systems

* Challenges:
* Open-domain QA
* Domain-specific QA

* How to solve?

. : : Model Tuning Prompt Design
Fine-tuning (a.k.a. “Fine-Tuning”) (e.g. GPT-3)
* Prompting
Pre_tra|ned Model Pre-trained Model
& Tunable '@ * Frozen #*
: J
Lfela| LI [ [ [ ]|

HEEEREN o 2
\ ~ et Engineered| Input Text
Input Text Prompt )




* Retrieves for open-domain QA

Retrieves support text passages from an external source of knowledge

Izacard et al., 2021. “Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering”

-
Where was Alan / \
Turing born?
e Generative
seq2seq model
Alan Turing \_ J
was a British
computer v
scientist. (@ )
Born in Maida Maida Vale,
Vale, London.. London
& J
Question + Passage 1 encoder >
Question + Passage 2 encoder > concat > decoder > [ Answer
Question + Passage N encoder >



RA-LLM Applications: QA Systems

* REALM

L - 'sér_n,-oie- -[Pre-training LT - 's-ér;?,_r:’;e_ ~[ Supervised
---Unlabeled text =============-%--___." | corpus (X) -- Input query - --------mome Ao : data

The [MASK] at the top of the pyramid (z) E | what’s the angle of an equilateral triangle? ()|

( Neural Knowledge Retriever (6) J«-re-tf’f‘fe- [ Neural Knowledge Retriever (6) J«fe-tf’ﬂe-
(x,z) \ (x,z) \
\(Knowledge—Augmented Encoder (qb)) \»[Knowledg&f-\ugmented Encoder (qS)J
T S — : - Answer--—'———-—]
| [MASK] = pyramidion (y) : | 60 degrees (y) |

Guu et al.,, 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Applications: QA Systems

* RETRO (Retrieval-enhanced transformer)

o~ Encoded neighbours
- L.
jab]
Retrieval E 5| E (LT
dataset I ST
wn 9
I 1 g &
: P | £F
| =
:_ Frozen kNN Retriever 5
——————————————— Attend
Condition
lllpllt r——-=-=- E e 1
tokens | (Ko I
. r N/ N O N\ N
I I
G I I
I I
( I 0 I
Lc, EMB := ATTN B cea | FFW = READ
. | I
I I
. | |
\ ) \ J J \ J .\ J
X | [

RETRO block (x L) |

Borgeaud et al., 2022. “Improving Language Models By Retrieving From Trillions Of Tokens”

Chunked cross-attention (CCA)

Encoded neighbours




RA-LLM Applications: QA Systems

* G-Retriever
Retrieves from knowledge graph for question-answering

e e eicieiicieieaoas Step 4: Generatlon ... .
all bad [ | [ ) [ ] jaxon )  |bicher '
album” 1 1 1 e
' L~ \ ST 15, justin bieber :
{ justin i - LMo % 294, jaxon bicber - nodes of §* |
! bicber i)  (Self Autention Layers) 356, jeremy bicher :
: - 551, m.0gxanwp ;
. Vbt T 1 T !
E pcmf: . sl E‘ 8TC, :d.gc_uﬂ:r, dst i
i 2494, parents, 356 ;
5 \4 m. (g xnmwp 356, children, 15 cdges of §*
i record 551, sibling, 294 i
; producer LLM % ] 551, sibling, 15 5
e AR ] Mol Question: What is the name 5
H of justin bicher brother?
i Question: What is the name textualize(5”) query g i
! of justinbieberbrother? ——— [ Blerage oo T
' is is justin bicber. i ; R jo 8" = argmax M“HEWB)—MQE
_ ) justin bieber, this is justin bieber, jeremy bieber, I Justin ___parent="" icher —-— ; E
Vi = argtopk,,.y- c0s (24, 2. justin bicber fan club, justin . i i lebeEl " T 9t omcted "> . !
o sibling

B = argtopk,.p co8 (25,2:)  sibling, sibling_s, hangout, friendship, friend .. m.Ogsnnwp ——sibling— mj'.’“"

eeeeeemee Step 2t RetrieVal ---r-mreenoeoomoeee oo e Siep 3: Subgraph Construction ---—-----------r--seoeeee oo

He, et al. "G-retriever: Retrieval-augmented generation for textual graph understanding and question answering."



RA-LLM Applications: NLP Applications

 ChatBots

[ Applications

NLP Applications
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° ChatBots

‘0: Examples

*Explain quantum computing in simple
terms” =

*Got any creative \deas fora 10 year old's
pirthday?” =

*How do | make an HTTP request in

Javascript?” =

4, Capabilities

Remembers what user said earlier inthe

CO(WQISB\IOI\ ¥

. .
/



 Knowledge-grounded model

"Consistently the best omakase "Probably the best sushi in San

in San Francisco." (27 Tips) Francisco." (2 Tips) CONVERSATION HISTORY RESPONSE

"... they were out of the kaisui "Amazing sushi tasting from the Gﬂfng to DIALOG

uni by the time we ate, but th chefs of Sushi Ran" (2 Tips) . 200 g Try omakase, the
e Kusakabe tonight SRe QDT

bafun uniis..." (2 Tips) best in town

FACTS
ENCODER

-

Consistently the best omakase
Amazing sushi tasting [...]
They were out of kaisui |[...]

T

) Kusakabe

=
:
S

CONTEXTUALLY
Neural model: Have a great time! FACTS L RELEVANT FACTS

User input: Going to Kusakabe tonight.

|

Human: You’ll love it! Try omasake, the best in town.

Ghazvininejad et al., 2018. “A Knowledge-Grounded Neural Conversation Model”



* GATE

Hurt Locker. Are you familiar with them?

A
[ Absolutely. She directed Zero Dark Thirty and The

ﬂKnowledge selection (2] Knowledge selection
Q 7;‘ Do you have anything by director Kathryn Bigelow? ] coupled with Generation after Generation

(3) Knowledge selection
before Generation
Dialogue Knowledge Dialogue Knowledge Dialogue Knowledge
Context Base Context Base Context Base
] | | ] 1 ]

JXaju0)) Indofei(q

! 7_5' Oh wow! That's right. Who wrote Zero Dark Thirty?

\

Knowledge
Selection

Mark Boal wrote Zero Dark Thirty.

— i

Response

Zero Dark Thirty has genre War film.

Generation

aseyq
adpajmouyy

Mark Boal wrote Triple Frontier.

asuodsay
S
-

_________ |

1
Response Generation :

L_----_--T---_----J

i by Eric Red.

{ Zero Dark Thirty was written |

i i
H  Knowledge Selection |

[ !

e LTI T ) ! """"" ".'

Knowledge Selection

eRosmmepRnnnes

{

"Mark Boal wrote Zero Dark)

Thirty. Mark Boal wrote Triple
Frontier.

2 Kathryn Bigelow
m directed war films.

(a) Example of knowledge-grounded dialogue

has Zero Dark Thirty was
written by Mark Boal.

Qin et al.,, 2023. “Well Begun is Half Done: Generator-agnostic Knowledge Pre-Selection for Knowledge-Grounded Dialogue”

(b) Three categories of knowledge selection

It was written by Mark
Boal, who actually also
wrote Triple Frontier.




RA-LLM Applications: Chatbots

* CEG

Question
Please provide a brief introduction to the song
“Hotel California” for me.

@ Response Generation
Original Response

“Hotel California” is a song by the American rock
band The Eagles, released in 1976. The lyrics were
written by Don Henley and Glenn Frey.

Citation Annotation
Response with citations
“Hotel California” is a song by the American rock
band The Eagles, released in 1976 [1]. The lyrics
were written by Don Henley and Glenn Frey [2].

[1] “Hotel California” a song by ... on February 22, 1977
[2] Songwriting credits ... Don Henley, and Glenn Frey (lyrics).

Response Re-generation
Response with citations
“Hotel California” is a song by the American rock
band The Eagles, released in 1977 [1]. The lyrics
were written by Don Henley and Glenn Frey [2].

[1] “Hotel California” a song by ... on February 22, 1977
[2] Songwriting credits ... Don Henley, and Glenn Frey (lyrics).

Li et al., 2024. “Citation-Enhanced Generation for LLM-based Chatbots”



RA-LLM Applications: Chatbots

* Search-engine-augmented chatbots

_______________ | |

" uy: OMG! Messi joined PSG | r , ]
. { | OMG, Messi, PSG, E

ri recent NBA games... o)

" uy: Tell me something on recent

_ NBAgames De Memmmmmmmmeesoooeooo !
I ' | =

Recent NBA news e T, !

DeAndre Jordan signs with Lakers .. ' recent NBA games |

Response Generator - e [ ......... ; ,

? 2 ,
f_;...a:miwmmj;mm: | ! DGL

L J
[ ]
Ly

Wang et al., 2023. “Search-Engine-augmented Dialogue Response Generation with Cheaply Supervised Query Production”



Fact verification

NLP Applications

Applications
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RA-LLM Applications: Fact Verification

* Fact verification

Fact Verification is a critical task in verifying the accuracy and reliability of
information

"si*’

— —— & VERIFICATION

https://gijn.org/resource/fact-checking-verification/



RA-LLM Applications: Fact Verification

* Fact verification

Define "middle ear"™(x)

Question Answering:
Question Query

Query

Encoder
Barack Obama was
beorn in Hawaii. (x)

Fact Verification: Fact Query

The Divine
Comedy (x)
Jeopardy Question

Generation:
Answer Query

Retriever p,,
(Non-Parametric)

Document
Index

€ - e e s e e s s ... -m-------

End-to-End Backprop through q and pe

Generator pg
(Parametric)

Margin-
alize

Lewis et al., 2020. “Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks”

The middle ear includes
the tympanic cavity and
the three ossicles. (y)

Question Answering:
Answer Generation

supports (y)

Fact Verification:
Label Generation

This 14th century work
is divided into 3
sections: "Inferno™,
"Purgatorio” &
"Paradiso” (v)

Question Generation



RA-LLM Applications: Fact Verification

* Fact verification

* Fact verification is usually together with other NLP tasks (suchas Q & A)
 ATLAS:

Pretraining

Few-shot

Bermuda M western

part of the Himalayas.

k( & ]

Izacard et al., 2023. “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



RA-LLM Applications: Fact Verification

 Self-RAG

Retrieval-Augmented Generation (RAG) Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)
Prompt How did US states get their names? Prompt How did US states get their names? Step 1: Retrieve on demand
Step 1: Retrieve K documents % —3> US states got their names from a variety of sources. Q
o Of the fifty states, eleven are named o e e
after an individual person. Step 2: Generate segment in parallel
o Popular names by states. In Texas,
Emma is a popular baby name. Prompt + o Prompt + o Prompt + e
Retrieve California was named after a fictional
r o island in a Spanish book. - @ ’L % ‘I’ $¢
11 of 50 state names ) -Ca” o has its
Step 2: Prompt LM with K docs and generate - Iexas is named —_|~allornia s name has
come from persors. - after a Native American tribs, OO N @ T6th-century novel
Prompt How did US states get their names? + @) €)€) Las Sergas de Esplandian. -
'lv Step 3: Critique outputs and select best segment 717
US states got their names from a variety of

_, sources. Eleven states are named after an ‘-_‘__lo--] > © I > o

individual person (e.g, California was named

i - -

LM after Christopher Columbus). Some states : US states got their names from a variety of sources. 11 of 50

inclu/ing Texas Utah, are named after - _" Repeat.... —>

i g lexas . ar states names are come from persons. 26 states are named
Contradictory erican tribe| No information in Fﬂm] after Native Americans, including Utah.

Prompt: Write an essay of your best summer vacation Prompt: Write an essay of your best summer vacation

v
Q 006 - % —> My best... % — My best summer vacation is when my family and | embarked on a road trip along ...

Asai et al., 2023. “Self-rag: Learning To Retrieve, Generate, And Critique Through Self-reflection”
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Recommendations

NLP Applications
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* Recommendations

Recommendation has been widely applied in online services

(11| Tube:

' TikTok

. . o . - y
News/Video/Image Recommendation FaPd (- v W

TikTok's recommendation algorithm S Yo ' e
Top 10 Global Breakthrough ‘ 4
Technologies in 2021

MIT
Technology
Review

Q

?
omoma




LLMs in recommendations

Task-specific Prompts (LLMs Inputs)

i
|
|
|
|
|
|
|
|
|
|
\

-
/

Top-K Recommendation

A user recently watched movies:

: i
T

Based on the watch history, please
recommend 5 candidate movies
that the user might be interested in
from the following list:

80 92 98 75 eee

Based on the above rating history [User]: ......

of this user, please rate a movie

named John Wick: Chapter 4 with a [User]: But | don't like ... because

range of 1-10 points. ... could you recommend other ...
s = B b s ks R Th Lslihaaakalag ek~ = L ssals

Here is the movie rating history
of a user:

1 =
-
ik

Based on the watch history, |
assume this user is interested in
movies of genres and
actors/actresses. Here are the top
5 candidate movies:

0000600

The movie John Wick: Chapter 4
has a similar ... to the movies ... in
the rating history.

Thus, the rating is likely to be 9.0.

Large Language Models (LLMs)
for Recommender Systems

[User]: | just watched Interstellar.
Please recommend ... to me.

]

- .
Teii® 3

Explanation Generation

A new movie named The Godfather
Part Il is recommended to a user,

who has recently watched movies:

THB

Please explain the reasons.

[LLM]: Sure! Here are some
recommendations for you ...

[LLM]: ......

[LLM]: My apologies! Here are
some new recommendations ...

Task-specific Recommendations (LLMs Outputs)

The new movie is recommended
to the user because it is the
sequel to the movie The Godfather
that was recently watched by this
user. Thus, the user might be
interested in the recommended
movie series.



RA-LLM Applications: Recommendations

* Conventional item-based LLM reasoning process

Review History " Question: “u?u . : |
Caillou Four | Would user #0 like “Cail- .'—JE’J".. i
: Seasonsof  lou Magic Playhouse”? ﬁ |

Fun ~ Answer: '

1. The item shares the same theme
il with “Caillou Four Seasons of Fun”. |
2. The item less focuses on

- |
Mia's | | Faditionalacaderiie learning like
Science - “Mia's Science Adventure”. |
Adventure Based on this analysis, user #0

‘ would like the item. (%)

(a) Conventional item-based [16, 42] LLM reasoning process.

Wu et al.,, 2024. “CoRAL: Collaborative Retrieval-Augmented Large Language Models Improve Long-tail Recommendation”



* Collaborative retrieval augmented LLM reasoning process

Review History

=

%5 cailloy Caillou Four
S A’ - Seasons of
User #0 / “‘ ' ; @ Fun

like
O/J

®

~.
doesn’t T —
A G )
like \A'-‘d- ce Adve: :'L'“ Mia's
' Science

Adventure

Question:

Would user #0 like “Cail-
lou Magic Playhouse”?
Answer:

1. The item shares the same theme
with “Caillou Four Seasons of Fun”.
2. The item less focuses on
traditional academic learning like
“Mia's Science Adventure”.

Based on this analysis, user #0
would like the item. €3

(a) Conventional item-based [16, 42] LLM reasoning process.

User #0 #1 #3 7 Reviev»{ History
0 Q0 PR oour
[:'\/“5 N ke o > caillou! alliou Four
QB0 e ;‘ Seasons of
User #2 doesn’t—+V - [} Fun
o < like
@ \Hfml‘ X %
~a 2oL "~ Caillou
User #1 #3 ' 3 Magic
QOO & doesn’t¥ Playhouse
~ like
User #0 #1
sg O Jay Jay the
(OO Jet Plane

Question:

Would user #0 like “Cail-
lou Magic Playhouse”?
Answer:

1. The item has shown a divisive
preference among users with similar
interests.

2. Although the item shares the
same theme with “Caillou Four
Seasons of Fun”, the item is disliked
by users who share such interests.
Based on this analysis, user #0
would not like the item. )

&

(b) Collaborative Retrieval Augmented LLM reasoning process.

Wu et al.,, 2024. “CoRAL: Collaborative Retrieval-Augmented Large Language Models Improve Long-tail Recommendation”



Retrieval from the reviews

U1: Hi cowld you recommend o comedy? entities
Something like The Heat or Bad Boys?
The Heat
Context
51: Great! Hove you seen The Good Guys? Bad Boys
With Will Ferrell and Mark Wahlberg. D —_— .
U2: No. I haven't. Is it good? ( o Will Ferrell
$2: Yup I really liked it. :
U3: Ok. You must be a big Will Ferrell fan. Reviews Paul Feig
Sounds goo though. D " .
bl B Bridesmaids
Conversation Context
Review 1 Sentiment-aware Context Encoder
Database Retrieval
_ D — | Transformer |—
The Heat (2013): | g
Director Paul Feig, whose Bridesmaids upended
notions of what @ raunchy ensemble comedy
could be, does it again here with another genre. .
Reviews
MecCarthy's an actress who needs a foil, and for

these two had found each other 10 years ago.

o)
It

, now Bullock is mare than good enough. | wish

Reviews

Lu et al., 2021. “RevCore: Review-augmented Conversational Recommendation”

# \ e *
b ' LY
.I"_J-]-I’/’ - '-\r“ﬂl‘--" - \‘
—i N 1o} user
4 f’“ff__._-—-—-i )/ beddi
_—
ke embedding

entity emb

Inokup . _ B
table

context emb

MLP |

classifier

Recommendation Component

Headhuvnter
-
H
H

N O School
Bad Boys
" .

H "
H

Wall-E

Conversation Component

J{:f,']
Decoder .
ML
L) recormend
. Review
reviewemb il gp |, C"E:‘“ Ei o [o[FEN j};{ 0ld School
RS copy

mechanism



RA-LLM Applications: Recommendations

* Retrieval from the notes
NoteLLM:

# Singapore i : z¢
# Singapore Cost # Singapogg Trave,

My Complete
Singapore Travel
Experience 2023
& preparation: Visa/|
Flight Tickets/ Hotel
*For visa, some
travel agencies ... )

Retrieve relevant ~ HashTag/Category
Singapore 4 Days from millions of notes  Auto-generation

Personal Experience
&J1. If you're just
here for a visit, 4-7
days is enough.

&J 2. High cost of
living ...

Prompt note compression &
Hashtag/category generation

Extract the note
information ...

The compression The note hashtag/
word is: [EMB] category is:

" <Instruction> <Input Note> <Note Embed> <Output Guidance>

Zhang et al.,, 2024. “NoteLLM: A Retrievable Large Language Model for NoteRecommendation”



* Retrieval from knowledge graph
K-RagRec:

1. Hop-Field Knowledge Sub-graphs for Semantic Indexing 4. Knowledge Sub-graphs Re-Ranking

TN ERRERREERRRNERERE L LE R EEREEL L L L L Semantie Yy RIS SN R VSRR YRR L
1T~ “Knowledge Graph for TTems 1' Infz:\nt:;r:in Retrieved Knowledge Sub-graphs
less=ssa»>ss=mma=—_hodeattributes ,__node ?)

:l’ Movies Other Entities \I edge attributes O\.« )\O y

il per-forr_n_m English b v O/ 9 g; Yn

I GNNIndzxmg ‘

i 1-hopy, Re-ranked Knowledge Sub-graphs G = argtopNy . sim (P 2g)
War (tag) ! z ?
: o
Bomb (actor) i Knowledge Vector 5} a o i
_____________ -7 Database = -
2. Popularity Selective Retrieval Policy 5. Knowledge-augmented Recommendation }
| User Historical Interactions »& 777 T e
- '

:{mavie 1, ..., movie 5} — 3 3 — 3 {movie_1<RET>, ...,

| Promp‘r (Query): What is the top rzcornmznded !
1 movie for user_63 who watched {movie_1, . }')

]
1
1
1
1
lym===== < hy e e e e e e e e e e e e e e e e :
"1 movie_j ' !
lee e o= ! b Proj 1
- 1 rojector !
: G; = argtopK . o{sim (q;,2,,)} : ! + + * :
1 Retrieved Knowledge Sub-graphs ' ? l? [? \f |Tl ITI |T’ \T, \T/ ITI \T, :
! 1 1
: O\)/O : : [ V. S Large Language Model (LLM) o j:
E e
: (5 g1 gi n I : —l;){ Response: The user may want to watch the movie_*, because .. o:

Wang et al., 2025. “K-RagRec: Knowledge Graph Retrieval-Augmented Generation for LLM-based Recommendation”



* Software engineering

NLP Applications
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RA-LLM Applications: Software Engineering

* Software engineering:
* Code generation
* Program repair
* Table processing

. This workbook shows how two variables (Range and Height) changes along
E with the projection angle.

[Angle (Degrees) Range (m) _ Height (m)
(] 005 -002

0087

Code

Generator

* plsql

Source Code
Deployable code

Model File

111l

Li et al., 2023. “SheetCopilot: Bringing Software Productivity to the Next Level through Large Language Models”

o

f
£




RA-LLM Applications: Software Engineering

* Code generation:

.’ Stepl : Retrieval N ' Step2: Generation Y

' 1 \ !

. Code Retriever _____ Retrieved Code Lo Target Code :

] t 1 1 !
o) S - q !

' P;antaboausrece ! Similarity X def median(L): ! ! def median (L) : :

: : ' n = len (L) 1 \ L = sorted(L) :

: \\ 1 Code |=(> 1 = top_k(L, n/2 + 1) [ X n = len (L) :

V|- ' | Encoder ! return max (1) vl 1 = top k(L, n/2 + 1) ||

' |=I P R S ) ' i return max (1) '

\ T ,' : X 1

N o e e e e e o o o o o o D o o D o o e ’ . 1

- 4 : e e — :

return the median of) >C_> :J Eany Decodar | :

an unsorted array | I ' .

I N e e e e e meeecee e e === ’
Code Summary " Code Generator ’:l

Parvez et al., 2021. “Retrieval Augmented Code Generation and Summarization”



RA-LLM Applications: Software Engineering

* Code generation:

Generate HTML with pyrhcm®
syntax highlighting for
“print(‘reading docs’)”

Pygment is a generic synfax highlighter

“a

A lexer splits the source into tokens, fragments ...

2o

class PythonLexer
For Python source code

Zhou et al., 2023. “Docprompting: Generating Code by Retrieving the Docs”

from pygments import * (:)

code = ‘print(“reading docs”)’

s = highlight(code, PythonLexer(),
HtmlFormatter())

A formatter takes the token stream and writes it @
to an output file ...

class HtmI/Formatter %
Format tokens as HTML 4 <span> tags with ...




* Program repair:

Nashid et al., 2023.

Assertion Generation Program Repair
Focal Methad
I
Test Mathod
l Eror comext (metadats) m
7
Assartion .
—_—

Incomplete code

Test method (assertion generation) !

org.jsoar.kernel.
LogManager = agent.g
"<cAssertPlaceHold
}.

Buggy code (program repair)

Mew Assartion (assarion generation)

n "lecal';

1y
'mapbox: '

LogManager

Fixed coda (program repair)

org.junit.Assert.asserthlothNull

R

re 'local’;

'mapbox:':

testLogManagerCreation() {

LogManager
etLogManager(];
ers=":

Demonstration

Retriever

“Retrieval-Based Prompt Selection for Code-Related Few-Shot Learning”

Retrieved similar code

i

Test method (assertion generation)

testlustifications() {
runTest{"testlustifications", 2);
org. jsoar.kernel.Froduction j =
agent.getProductions(}.getProduction("just
ification-1");
“whssertPFlaceHolder=";
}

Buggy code (program repair)

return date.getFullYear();
break;
case ‘month’:

i
Fi

Demonstrations

Demonstrations 1...M

Query

Template



* Domain-specific applications

NLP Applications

Downstream Tasks
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RA-LLM Applications: Al for Science

 Alforscience

NLP Applications }

[ Applications 11: ( Downstream Tasks (T TTTTTTTTTTTTTTTTT S

J L I : !

A Al for Science :

N N !
Domain-specific
Applications

———————————————————— N

( 1

1 . 1

1 Finance !

\ ]



Al forscience

* Molecules
* Protein

https://www.quantamagazine.org/how-ai-revolutionized - protein-science -but-didnt-end-it-20240626/



RA-LLM Applications: Al for Science

* Molecules discovery
« MolReGPT

# 1: Molecule-Caption Retrieval # 3: In-Context Few-Shot Molecule Learning

Text-based Mebecule Generation Tosk

-,
J
e

Caption
e molecule I:’ u?h nitrile 2
acetanitei ere ohe ChatBPT as Example
E m m: i Valid Response
i mm [ {“caption®:[Caption_Place_Holder]) kmolamlu‘: [mlmummuun}
E_E_Rr:o_mp!_ Mumgment ______________________________________________ Ei-.&e.ngmtrm Cdlibration i
'”“? Mnl;:.lde m';““ Task Original Response (Revised Response
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Li et al., 2024. “Empowering Molecule Discovery for Molecule-Caption Translation with Large Language Models: A ChatGPT Perspective”



RA-LLM Applications: Al for Science

* Drugdiscovery
* RetMol

Input molecule Input embedding Fused embedding Output molecule

e — -
= '

-8.4 keal/mol

' Shared
+weights

-

I:l Retrieval module
[ Pre-trained module |

Retrieved exemplar molecules Retrieved embeddings

-8.4 keal/mol -10.3 keal/mol -10.9 kecal/mol

Wang et al., 2023. “Retrieval-based Controllable Molecule Generation”



* Protein Representation Learning

(mmmmmm——m e —— o ——— e ~
MGSNKSKPKDASQRRRSLEPAEN | I MGSNKSKPKDASQRRRSLEPAEN
g ghppenlfpdmgdpndy,-epring g - Protein Task: Where is the S e e e e e ——-——--- '
/! Protein Sequence Input x protein located within a cell? Protein Sequence Input x l-
MG S NKSK K A B QRRRIES A N -
vesBllxs - B« .s aRRAS A Alignmentl'_ ———————————— \ No Alignment ;[ Dense S_equence
q N = B : 'Pfam Protein Sequence:/ |  Retriever
wasin - - -Jllx - -8lcRRAS Prot} Database | Combined Sequences(x, r) ____+__EeFif\_fe£j_SEq r
MSA Feature r ' b e T MGSNKSKPKDASQRRRSLEPAEN | [SEP){ MGSDKPKDTSQRRRSLEPAED |
( ) [MGSNKSKPKDASQRRRSLEPAEN | [sep )| MGSOKDTSQRRRSLEPAEN )
p(ylx) = Zp(ylzx)p(z|x) | _______ o et o .
prediction L MGSNKSKPKDASQRRRSLEPAEN | [SEP) MGSDKDTSQRRRSLEPAEN _
Row Column ' l
Attention Attention .
[ Self-Attention Aggregator ]
The protein is located [ ]
MSA Transformer Encoder on the cytoplasm. l RSA Encoder
. J
(A) (B) ©

Ma et al., 2023. “Retrieved Sequence Augmentation for Protein Representation Learning”



RA-LLM Applications: Finance

* Finance

NLP Applications }

[ Applications 11: ( Downstream Tasks (T TTTTTTTTTTTTTTTTT S

J L i : !

A Al for Science :

L N J
Domain-specific
Applications
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RA-LLM Applications: Finance

* Finance
* Financial sentiment analysis:

i . Supervised Sentiment

¥

Instructing Following Data
Construction
News Source
(Bloomberg, Reuters, Yahoo Finance, etc)
A
Research Publication Platforms .
Goldman Sachs M Citi Velocity, Seekin ha Base Model Selection
( an Sachs Marquee, ty, g Alpha) (Llama2-7B, ChatGLM2-
Answer: 6B, etc)

Social Media Platforms (Positive | Negative |
(Twitter, Reddit, etc) Neutral)

Zhang et al.,, 2023. “Enhancing Financial Sentiment Analysis via Retrieval Augmented Large Language Models”



RA-LLM Applications: Finance

* Finance
* Retrieve from PDF

Documents
4 N\ [ A
Document Parsing & Chunking »  Embedding
== T = =:
— L Store
Paragraph gE 1 — :@
= _ Chunk 2|

i
Table Image ___ ) @
b b it el p— S gudy st ey * J
- — el _Chumkd ]
. J

Lin et al., 2024. “Revolutionizing Retrieval-Augmented Generation with Enhanced PDF Structure Recognition”



Tutorial Outline
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O ® ® ©® ©

41st IEEE International Conference Q THE HONG KONG
on Data Eg-ygmeeﬂﬁg Q'zb POLYTECHNIC UNIVERSITY
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Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Yujuan Ding)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Data Management for RA-LLMs (Pangjing Wu)

Part 4: Learning Approach of RA-LLMs (Liangbo Ning)

Part 5: Applications of RA-LLMs (Shijie Wang)

Website of this tutorial
Check out the slides and more information!




RA-LLM Challenges and Future Directions

Overview

RA-LLM
Learning

0 Trustworthy RA-LLMs

2 Multi-Lingual RA-LLMs

0 Multi-Modal RA-LLMs

) Quality of External Knowledge

215



* RA-LLMs bring benefits to humans, but

Unreliable output

Unequal treatment during the decision-making process
A lack of transparency and explainability

Privacy issues

e

*

e

*

\/
0’0

S

*

e

*

* Four of the most crucial dimensions:

@9
% Safety and Robustness "‘ “ Non-discrimination and Fairness

Q % Explainability

/

% Privacy




Safety and Robustness

* External knowledge introduces new avenues for adversarial attacks.

“We are the World” pens with Lionel Richie,
(...) singing the first verse. Michael Jackson
and Diana Ross fOllow, completing the (...)

Question: l
Who sang the first line Q, Retriever ||
of “We are the world"? Retrieval Error

’['@' Rea+der AGrounding Error

[ A : Michael Jackson X ]

217
Cho, Sukmin, et al. "Typos that Broke the RAG's Back: Genetic Attack on RAG Pipeline by Simulating Documents in the Wild via Low -level Perturbations.” EMNLP, 2024.



Safety and Robustness

* GARAG

Search Space E GARAG (Ours)
i : @ Parent Document [ )
| ok ! | @ Offspring Document /-‘
:m: é ! - Original Document E : it pee= ; :
o DI" 4 ‘E X R I i E . E
: 1 = . E
g 1 R : “3::?
3 : COTTOTTED
1 :ﬁ:
- =
I 1
! = ! :
I -
! Crossover & Mutatio Selection Termination
0 1 : %t
Lrsr : Initialization . fer. )
Question Who sang the first line of “We Are The World’?

Noisy Document We Are the World lines in the sing’s repetitive chorus proclaim, "We are the world, we are the children, we
are the onss who make a brighger day, so lets start giving". "We Are the World" pens with Lionel Richie
. Stevie Wonder , Paul Simon, Kenny Rogers, James Ingram , Tina Turner, and Billy Joel singing
the first verse. Michael Jackson and Diana Ross fOllow , completing the first choruc together. Dionne
Warwick, Willif Nelson, and Al Jarreau singe the second vers4 , before Bruce Springsteen, Kenny
Loggins, Steve Perry, and Daryl Hall go through the second chorus.

Answer Stevie Wonder, Tina Turner, Billy Joel, James Ingram, Kenny Rogers, Paul Simon, Lionel Richie

Prediction Michael Jackson

218
Cho, Sukmin, et al. "Typos that Broke the RAG's Back: Genetic Attack on RAG Pipeline by Simulating Documents in the Wild via Low -level Perturbations.” EMNLP, 2024.



* Can RAG be utilized to develop more fair LLMs?

FairRAG

Prompt: Photo of a doctor Retrieved

Stable Diffusion (SDv2.1): Lacks demographic diversity

Improves diversity through
reference images

Generated

Bm SDv2.1
Bl FairRAG

Diversity
OOO000000
ORRNWARUIOIN

Gender Skin Tone Overall
Demographic Attribute

219
Shrestha, Robik, et al. "FairRAG: Fair human generation via fair retrieval augmentation.” CVPR. 2024.



* FairRAG

Top-N
Candidates

External
Database

Search with debiased query

Balanced
Sampling

<User Prompt>, with any age, gender, skin tone

Top-K References

Linear Projector

Full Prompt ¢

User Prompt:
Photo of an engineer

with age, gender and skin tone of:

Iadstenstinctions ] Visual Reference Token (v)

U-Net
u(.)

7N

Generated Images \

£

Decoder

Shrestha, Robik, et al. "FairRAG: Fair human generation via fair retrieval augmentation.” CVPR. 2024.
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* How to explain the generation process of the RA-LLMs?

Why this product
How did this result

I want to buy

Black-box

221



* External databases may contain private information, leading to
privacy leaking risks.

Retrieval Augmented Generation

e N M e e e e e e e e e

/’ LLMs) R

, ~ Retrieval Relevant \

' Embedding DB ___ Docs m Traininq

: |V|Od9| |(° L\ Qa_té I
Attacker MIE' — —Lé ﬁ(-\l:
: | B ‘1 ||

Q I e | — |:

[ Query ~ X Nt

. ! ) i

Response

222
Zeng, Shenglai, et al. “The good and the bad: Exploring privacy issues in retrieval-augmented generation (RAG).” ACL, 2024.



* Leveraging knowledge from multiple languages can greatly enhance
the capabilities of RA-LLMs.

Il principio di “uniformita della natura” & un framework
teorico sviluppato da Aristotele.

paseline

The concept of "nature's uniformity principle” is a
theoretical framework developed by Aristotle.

Who conceived the

uniformity of nature? . .
MONOLINgUAL " Ietrleval mma
monolingual-retrieval ] Immanuel Kant thought up
*question-translation translation RAG uniformity of nature principle
(tRAG)

Uniformitarianis
m or
Uniformitarian
Principle..[...]

Chi ha ideato 1l principio di
uniformita della natura?

‘T‘: monolingual RAG Immanuel Kant ided [...]

(monoRAG) \
“Who conceived the principle multilingual-retrieval
of the uniformity of nature?”
N N Multj_lingual RAG Immanuel Kant e David Hume pensarcono [...]

D. Hume[...] principio (MultiRAG)

dell'uniformita della - Immanuel Kant and David Hume thought up

natura [...] nature’s uniformity principle

{ ]
—~ _'} . Crossling’ual RAG David Hume penso il principio
T T A= I (CI'OSSRAG) | di uniformitd della natura
David Hume thought up nature's
. uniformity principle.
*document-translation )23

Ranaldi, Leonardo, Barry Haddow, and Alexandra Birch. "Multilingual Retrieval-Augmented Generation for Knowledge-Intensive Task." arXiv preprint arXiv:2504.03616 (2025).



Multi-Modal RA-LLMs

* Various modalities can provide richer contextual information.

TextRAG
@ What is the trend in sound frequency sensitivity from

the base to the apex of the cochlea?

No related information e ’ °Decreasing I

16000 HZ 500 HZ 1000 HZ 2000 HZ 4000 T é

HZ 8000HZ

TextRAG-Ret PERCEIVING SOUND FREQUENCIES - TextRAG- VisRAG- ]
...... G en G en
. Corresponds to apex of cochlea Vi
PERCEIVING SOUND FREQUENCIES

|
Corresponds to base of cochlea
1
In the primary auditory cortex, reurons are sited Lwds
according to the frequency each responds to, as md

Comesponds
Text DataBase

TextRAG-Ret

@——%égel—-). L

Image DataBase

-
——
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Yu, Shi, et al. “VisRAG: Vision-based retrieval-augmented generation on multi-modality documents.”ICLR, 2025.



* Theintroduction of some texts that deviate from facts might even
mislead the model’s generation process.

Q: What is Henry Q: Who was the screenwriter
Feilden's occupation? for Death of a Batman?

[ Retriever ]
Accurate Documents Inaccurate Documents
Henry Feilden Batman (1989 film):
(Conservative politician): of the murder of Bruce
Henry Master Feilden Wayne's parents. When
was an Conservative Hamm's script was
Party politician... rewritten, ...

Politician.

225
Generator Generator



Summary

©® Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr.Yujuan Ding)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Data Management for RA-LLMs (Pangjing Wu)
Part 4: Learning Approach of RA-LLMs (Liangbo Ning)

Part 5: Applications of RA-LLMs (Shijie Wang)
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Part 6: Challenges and Future Directions of RA-LLMs (Liangbo Ning)
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