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Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)
Part 4: Applications of RA-LLMs (Shijie Wang)

Part 5: Challenges and Future Directions of RA-LLMs (Dr. Wengqi Fan)

Website of this tutorial
Check out the slides and more information!
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RA-LLM Learning: Training-free

* Retrieval models and language models are both frozen.

- Em Em mm Em Em o Em Em o oEm oEm o o oy

________________

[ J — Large Language
Input L Models kompuf

___________________________________________________________________
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RA-LLM Learning: Training-free

* Prompt Engineering-based Methods

World Cup 2022
was the last with 32
teams, before the
increase to

- .
— : FIFA World Cup 2026 will
ElQ Retriever expand to 48 teams. g
» World Cup 2022 ] Large Language 48 in the 2026
arivie » was The tournament
last with 32 teams, before Models &

Qhe increase to

\ 4

 Retrieval-Guided Token Generation Methods

_________________________

[ LeBron James was }

— | |__borninAKea ). £ Large Language
[:—Q Re'l'r'lever" [ LeBron James is a " Models

native of American

ﬂ\ ' ' ) 4
" o o o J A >
......................... 'I Akron \
( A Au r> ﬁaﬁon
LeBron James's | . Large Language 9
birthplcae is ? | \ Models
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RA-LLM Learning: Training-free

e |RCoT

@ Who wrote the 1970 international hit song that Murray Head is most recognized for? Retrieve( @ )

)

O IRCoT Retrieve (Q) — @ — q  —
@ Interleaved Retrieval guided >

©o by Chain-of-Thought Reasoning
reason (@), [B. ()

Wikipedia Title: Mack Rides
Mack Rides GmbH & Co KG, also ...

A

T1 < Reason (Q, , ¢ )

The 1970 international hit song that
Murray Head is most recognized for _ _
is "Super Star" Retrieve (T1) —

\ 4

Q: In what country was

Lost Gravity manufactured?

" " . A: The Lost Gravity was manufactured by Mack
Super Star” was ertten by . Rides. Mack Rides is a company from

Andrew Lloyd WEbber and T|m R]Ce. Retrieve (T2) N GermanY. The answer is Germanyv

>

T2 — Reason (Q, [E+[E], T1)

Wikipedia Title: Murray Head

WENE — Murray Seafield St G Head .. \
T3 «— Reason (Q, + +’ T1 +T2) .”Url'ay ealie eorge Hea

So the answer is: - Wikipedia Title: Most Beautifullest Hits
Andrew Lloyd Webber and Tim Rice. The Most Beautifullest Hits is ...

” StoP Q: Who wrote the 1970 international hit .. @
A: The 1970 international hit song that

v Murray Head is most recognized for
e M is "Super Star". "Super Star" was written

+ + by. Andrew Lloyd Webber and Tim Rice.

74
Trivedi, Harsh, et al. "Interleaving Retrieval with Chain-of-Thought Reasoning for Knowledge-Intensive Multi-Step Questions." ACL. 2023.



RA-LLM Learning: Training-free

* GENREAD

A
Step 2: Get embeddings, and\1:| |:|j

cluster them by K-means.

« generate document d, with p. using a large language model.
Using a reader (e.g., FiD), with g and the diverse documents {d,, d,, ..., dk}, find answers a.

ittt ettt v Initial d: Generated d;: Generated d,:

1 Step 1: Get one document d for each ! v - rasonal ) (W c - A N (W o ational

| question q via retrieval or generation. | onsanto. isamu tlnétlona . onsanto. ompany is an mfe o'nsan ois E-l multinationa

! | agrochemical and agricultural rican multinational agrochemical || agricultural biotechnology

! /\« : biotechnology corporation ... It || and agricultural biotechnology corporation. ... The company

! Question | Document | Cluster | | | is one of the world’s leading corporation ... It is a leading also manufactures other

! _— q d——1 = | i producers of roundup, a gly- producer of genetically engi- agricultural chemicals, such

! — 1 .. . . o

' What does et d. C ! \phosate herbicide. (63 words) ) \neered seed and ... (70 words) Jlas insecticides ... (36 words)

| Monsanto i Fo======------- m——mm—-- ettt it Al kbbb bbb bbb b

| own? (WebQ) : 7 - ! ' Step 3: Given question g for training or inference, !

! Aej g ! ' for each cluster c € {1...k}. |
. . 1

: ! - sample{q;,d.;},j = 1..n, whose clusterid is c; * agricultural chemicals |,

: ! > e create prompt — cdoqe . . cd. * seed (aISO Correct) 1

| : P PUPc = "qc1;Aers o5 o5 Gens Aen s :

l : I

I 1 I

! 1

75
Yu, Wenhao, et al. "Generate rather than Retrieve: Large Language Models are Strong Context Generators." International Conference on Learning Representations. 2023.



RA-LLM Learning: Training-free

* KNN-LM

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; Uy ki = f(ci) di = d(q, k;) p(k;) o< exp(—d;) PNN(Y) = Z Ly=v;p(ki)
Obama was senator for | lllinois —> 4 Hawaii |3 [ Hawaii|0.7 Hawaii | 0.8
Barack is married to | Michelle 0000 —*| 100 linois |4 [~  Illinois |0.2 lllinois | 0.2
Obama was born in | Hawaii —> 5 Hawaii |5 —| Hawaii|0.1 l
Obama is a native of | Hawaii > 3 Classification Interpolation
prv(y) p(y)=ApwnN(y)+ (1= N)pLv(y)
Test Context Target Representation )
B Hawaii |0.2 Hawaii | 0.6
x q=f(z) o o
lllinois |0.2 —™ lllinois | 0.2
Obama’s birthplace is ? (Jole] ) >

p(ylr) = A paan(ylT) + (1 = A) prm(y|z)

76
Khandelwal, Urvashi, et al. "Generalization through Memorization: Nearest Neighbor Language Models.” International Conference on Learning Representations. 2019.



RA-LLM Learning: Training-free

* REST

Step 1: Retrieve docs Step 2: Construct Trie Step 3: Verify candidates

—|
=
5}
=
o
5

\

. Y ) . 2\
Retrieved Context Continuations / Trie of

-

numbers =[...] \n for i | in range( Continuations 3 ‘)@

dictionary = {...}\n fori | , itemin 5,@ @
2 1

1
import math \n for i | in range( —> ‘
1 1.
numbers =[...] \n for i | in sorted( @ :
9

file = open(...) \n for i | in range(

kdef sorted_c(...)\n for ka sorted ) K @ /

(OO

/

> Input Retrieval-Based *_Candidates .
_ e . . in in range(
f = lambda num: [i for i Speculative Decoding (REST) in range e

77
He, Zhenyu, et al. "REST: Retrieval-Based Speculative Decoding.” NAACL. 2024.



RA-LLM Learning: Training-free

v Work with off-the-shelf models

X All components are fixed and not trained

X Might not achieve optimal learning result of the whole model

78
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

* Independent training of large language models.

I f & Large Language 0
nput (l Models utpu‘r—]
A

* Independent training of Retriever.

¥

“:;'Q Retriever = Dafastore]—» ﬁﬁﬁj
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

e EEm o EE EE EEN RSN N S EED EEN RSN N BN B RSN RSN EEE SN B MEN REE EN BN M MmN REm Em B MM MmN REm B M MmN REm EE B M M Em S M M

—-— o - o . . e

I f & Large Language 0
nput (l Models utpu‘r—]
A

———————————————————————————————————————————————

* Independent training of Retriever.

¥

“:;'Q Retriever = Dafastore]—» ﬁﬁﬁj
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RA-LLM Learning: Independent Training

* Independent training of large language models.

f - Large Language
Input 'L Models O‘”P”*_]
A
Back-Propagate

/

Minimize — logP;y(y|x)

& openal ~ OMeta

: Google Al ......
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RA-LLM Learning: Independent Training

* Retrieval models and language models are trained independently.

* Independent training of large language models.

I f & Large Language 0
nput ( Models utpu‘r—]
A

g N EE E O B EE EE B EE EE EE EE B B S B S e B S EE S B S S B S mE S mE S S Ea S S mE S Ea ma S Eae mam ma mee m

!
I
I
|
I
I
|

— e o o - o . e

———————————————————————————————————————————————
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RA-LLM Learning: Independent Training

* Sparse retrieval models: TF-IDF /| BM25

[0,0.8,0,0.9,0.7, ...]

Kobe Bryant, a legendary basketball player,
left an indelible mark on the sport ...

=

Kobe Bryant, a basketball icon and five-time 1.2
NBA champion, captivated fans worldwide ... [ B 0’ 0' 0. 6' 0'8' ]

Text Chunks Sparse Vectors

No training is Needed!

Ramos, Juan. "Using TF-IDF to determine word relevance in document queries." Proceedings of the first instructional conference on machine learning. 2003. 84
Robertson, Stephen, and Hugo Zaragoza. "The probabilistic relevance framework: BM25 and beyond." Foundations and Trends® in Information Retrieval. 2009.



RA-LLM Learning: Independent Training

* Dense retrieval models: DPR

Inner Product Similarity BB B0 T Pin

esin(q,—,p;’)
sim(q,p) = E TE — .
f (q P) iQ(Q) P(P) ] log esin(qi,p) 2?21 oSin(ai.p; )
vii?f,ﬁs [OOOOOOO] [OQOOQOO]
Encoder Encoder

| f \

[ Who is Kobe Bryant? J Kobe Bryant, a legendary basketball player,
left an indelible mark on the sport ...

Query ¢q Text Chunks p

85
Karpukhin, Vladimir, et al. "Dense passage retrieval for open-domain question answering." 2020 Conference on Empirical Methods in Natural Language Processing, 2020.



RA-LLM Learning: Independent Training

e Dense retrieval models: CoG

Phrase Table
Phrase Encoder e
i i
1 = - = - 1 _ -
. 1
[ MLPstart][ MLPend] ‘i .. 1In theaters on ... the film premiered i m
> October 22,2021 1n at the 78th ! 0000
BERT model ! | the United States ... J°* * * e - XK
: September 3, 2021. ! m
] 1 ()
| [6® ©O9] [(€©® ©9] [(€® ©9] || 0000
i - in  States - and audiences . the . o . -
Source Text ; ] Token Embeddings
Collection e e e e e e e e e e e e e e e e e e e e e e e e
Copy
Prefix Encoder Maximum Inner Product Search
I...I [ooo][oo.]

The Dune film was released |in theaters on October 22, 2021 in the United States]
[Before] [that] [,] [the film premiered at the 78" International Film Festival on September 3, 2021.]

Dstart — MLPstart (D>7 Dend — MLPend (D)
Hir1 = PrefixEncoder(z;, H;).
PhraseEncoder(s, e, D) = [Dstart [5]; Denale]] € R?

Tian Lan, et al. “Copy is All You Need.” In The Eleventh International Conference on Learning Representations, 2022.
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RA-LLM Learning: Independent Training

* Model Training:

1 exp(qr - pr.)
L,=—— log
' /; > pep, €XP(Qk * Pp) + ey €XD(qk - V)

87
Tian Lan, et al. “Copy is All You Need.” In The Eleventh International Conference on Learning Representations, 2022.



RA-LLM Learning: Independent Training

v' Work with off-the-shelf models, flexible

v" Each part can be improved independently

X Lack of integrity between Retrieval and Generation

X Retrieval models are not optimized specified for the tasks/ domains/ generators

88
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RA-LLM Learning: Sequential Training

* One component is first trained independently and then fixed.
* The other component is trained with an objective that depends on the first one.

AKX

(1. Retriever First N (2. LLMs First ¢ )
: pe |
— - \ J Input '_ Large Language Output
|=I Retriever &> Datastore — |=||=||= . Models
Q = =J=l= N <
s - . = s S ™
( ¢ i A AL L S—
(= f ) arge Language
|=| Retriever = Datastore — |=—||=||=|- Input Models k Output
EQ = ) === Hv :

A
l ‘ Large Language |_=I . | ‘ |__|§||__h|ﬁ _]
Input -< Models Foutpuf——ﬁ { Q Retriever = Dafastore]—> ===
A )

\ i )) L J)
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RA-LLM Learning: Sequential Training

* Retrieval models is first trained independently and then fixed.
* Language models are trained with an objective that depends on the Retrieval.

(1. Retriever First

N

4 £ 4 ) J

Elq Re'rr'ievcark> g Datastore ——— =|l=|l=

\_ \_ . /
<

\E‘l Re'rriever’g‘—i g Datastore )—> =lI=II=I-

M
— Large Language
wa{e«MMS&ﬁww—

N\

N

(2. LLMs First ¢ h
e Large Language J

Input —>\ Modeis kOquut )

S N

Vs

Large Language

Models

kOutput—

Input T
Hv

{?Q RetrieveH E
A

wmqﬁgggi

s
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RA-LLM Learning: Sequential Training

________________ I Encoded neighbours
Neighbours
JEENN NS EEES NN SEEE  SEEE SN SN GEEE SIS GEEE SIS G SIS G SIS SIS SIS GBI G S B S S S - .- ... 1
Retrieval BERT [ E, Chunked cross-attention (CCA)
dataset | — I
! > BERT : E, Encoded neighbours
! Frozen kNN Retriever : J E E
b o e o - 4 T Attend y y 2
Condition : I : I
Input
tokens VK VV

"'O

Y

I

f Ns N )
CI
C, —| ATTN CCA FFW |——
CS
. J . J
X

Borgeaud et al. 2022. Improving Language Models by Retrieving from Trillions of Tokens



RA-LLM Learning: Sequential Training

* Language models are first trained independently and then fixed.
» Retrieval models are trained with supervisions from language models.

(1. Retriever First

y

?‘ Retriever
\ Q .&

( )

((

. J

J

4 ¢
§

( N\

E‘l Re'rriever’g‘—>

AKX

L —

. J/

~
Datastore ——— |=||= = J
%
4

= Datastore — |—||=||=1|

Inout Large Language
P - Models

FOquut—ﬁ

i

=/

g o o - o o o o D o O D

- s s s e e e DS EEE EEE EEE DEE D DS DEn G GEn DEn G G Dan Gan Gae Dae Bam S Eam Eaw e

N\

(2. LLMs First ¢ A
e Large Language J
Input —>\ Modeis kOquut )
( H \
Large Language
Models éi Output

M
Input T
Hv

{?Q RetrieveH
A

= Dmsto,.e]ﬁr:_ﬁr;,r:_ﬁjl

N

)
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RA-LLM Learning: Sequential Training
* REPLUG (Retrieve and Plug)

Retrieved document d;

A d. X |
Jobs cofounded g apple
R Jobs was raised | Jobs is thg A ear |
. Apple in his e _, . p
Retriever beme parents' garage q by adopted... e
( ) N AV apple
Document Steve Jobs  BREEEEEEENEN ) —>apple *E:ar
: passed away... | CEO of _ ‘ pear
Retrieval L ) ot not
Test Context X BLack box Jobs cofounded | Jobs is the _,_,apple
Jobs is the | === ") Apple... CEO of _ pear J
CEO of _ E
Ensemble
AppLe
es(dsx)/~y el (yld,x)/B
P KL(PRda: QLdey) Po(d| z) — O(d | z
& ZE;S (d|2) || Qu(d|=.y))  Pgr(d]|z) ST Qd|,9) = S~ =73
94

Shi, Weijia, et al. "REPLUG: Retrieval-Augmented Black-Box Language Models." NAACL. 2024.



RA-LLM Learning: Sequential Training

* AAR (Augmentation-Adapted Retriever)

4 Source LM h

.......

---------

...........
L I R it T R T T L L T T P
...........

Pre-Trained Retriever

Positives Negatives
Ground Truth U ANCE Sampling

""" > Top-K FiDAtt

€= === - - - -

E Enc Enc| -+ |[Enc
: \ o
N { Source Task  }-------- > Q + D1}/ Q +P2[}-/Q + DN
Retrieve
, N Docs

Generic  arget LMs Target Tass

[Augmentation-Adapted Retriever Plug-In (=

L= > > Uf(g.d"), f(g.d")),

q9 dteDet d—eD— 95
Yu, Zichun, et al. "Augmentation-Adapted Retriever Improves Generalization of Language Models as Generic Plug-In." ACL. 2023.

|
[ Science({]
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RA-LLM Learning: Sequential Training

v Work with off-the-shelf models
v' Generators can be trained effectively based on the retrieved results

v' Retrievers can be trained to provide useful information to help the generators

X One component is still fixed and not trained

X Might not achieve optimal learning result of the whole modell
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RA-LLM Learning: Joint Training

* Retrieval models is and language models are trained jointly.

v

{ ?‘Q ReTrieverH Datastore}—> %@%]
I [ f - Large Language 0 .
nput (l Models utput

2

((
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RA-LLM Learning: Joint Training

* Retrieval Index Updating, which could be very expensive!

O 5 Retrieved
o i Indexing Results

_ Lar'ge Language | @

Models Ou 1'pu N

* Solutions:
* Asynchronous index updating

* In-batch approximation

99



RA-LLM Learning: Joint Training

* REALM

L - —sér—n;aie_ -( Pre-training LT - —s‘—ar_n;aie— ~[ Supervised
- Unlabeled text ~==========---%-----—____." | corpus (X) - Input query - -----ooooo oo S i SEE

The [MASK] at the top of the pyramid (ac) E i what’s the angle of an equilateral triangle? (J:) i
l retrieve LTE l retrieve LOATED
[Neural Knowledge Retriever (9) j< —————— knowledge [Neural Knowledge Retriever () j< ------ knowledge
] corpus (Z) | corpus (Z)
(x,2) l (z,z) l

\[Knowledge—Augmented Encoder (cj))j \»[Knowledge-Augmented Encoder (qb)]

7~ Answer---- ------ooooo- : = Answer -------.

' [MASK] = pyramidion (y) ! | 60 degrees (y)

101
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM

L - _s;r-n;aie- -( Pre-training
- Unlabeled text S corpus (X')

The [MASK] at the top of the pyramid ( )

““““““““““““““““““““““““ I
[Neural Knowledge Retriever () j(_re_tfig\fe_ kr-lroe;\(/::c?!ge p(y ‘ 2 'CC) — H p(yj ‘ 2, CC)
| l corpus (Z) j=1
(z,2)

\»[Knowledge—Augmented Encoder (qﬁ)j

p(yj ’ 2y 5’7) X €xXp (ijBERTMASK(j) (jOinBERT (377 Zbody)))

- Answer----t-------=-----,
[MASK] = pyramidion (y)

___________________________

102
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM

L —s:ar_n;yie- [ Supervised
-- Input query - -----------ceee o : data

I
i what’s the angle of an equilateral triangle? (J}) ;
I I

__________________________ l Textual p(y |z z) o Z CeXp (MLP ([hSTART(s); hEND(s)D)
[Neural Knowledge Retriever (6) j<—re—tfl€‘fe— knowle(;ge) s€S(z,y)
corpus . .
(x’i) l hSTART(s) — BER‘TSTART(S) (J OlIlBERT(Jf, Zbody))v

\\,[Knowledge—Augmented Encoder (¢)j h‘END(S) — BER’TEND(S) (J OinBERT (:lj? Zbody) )7

= Answer -------.
E 60 degrees (y) E

103
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



RA-LLM Learning: Joint Training

* REALM - Asynchronous Index Update

Database Igl~

o]

Encoder ‘

y

o

Updated
Index

|

Lw erresn

flz,z) = Embedinput(x)TEmbeddoc(z)

Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”
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RA-LLM Learning : Joint Training

* TRIME - In-Batch Approximation

e

Encoder Q @%:))
Full Database E~
H s E“ ~ 10K

— B

B s E_J Encoder 5 ‘;b))
Training Batch ,,.

107
Zhong et al., 2022. “Training Language Models with Memory Augmentation”



RA-LLM Learning : Joint Training

* TRIME

@® Target token’s embedding Positive in-batch memory / \

O Other token embeddings O Negative in-batch memory Local Memory: Mlocal(ct) = {(Cj, CCj)}lgjgt_l.

A Forward pass y Back-propagation Long-term Memory:

prediction (target: “Apple”) Mlong(cti)) _ {(c§k), $§k))}1gk<i,1gj

N

[
|
|
|
|
|
|
|
|
|
|
|
\

External Memory: M = {(¢;,z;) € D}.

@) ' Oand O Microsoft ] V] token ‘E ___________________________________ -
N : @Apple O color j embeddings :IT = Obiective: N
C encoder )e : Ofirst O... : ! raining jective: :
+ (O ... works at Microsoft ; I P T I

! Microsoft w | ec) < exp(F c))+

0 ' ... returned to Apple | 1n-batch : ( | ) p( wf@( )) :
Jobs became CEO of _ + (... Jobs became CEO | memories } : Z exp(sim( Jo (0)7 go (Cj ) ) ) L]
1 L) 1
P o THOVES to Apple ’ '\\ (¢j,25)eEMipgin:zj=w !

108

Zhong et al., 2022. “Training Language Models with Memory Augmentation”



RA-LLM Learning : Joint Training

 TRIME Data Batching Strategy

. Current token D In memory D Not in memory

|«— Segment len L —»|

3 ] \
X
J Doc A
Batch size B . Rand;n:illy . } Doc B . Bl\l/IZf d
sample selecte
J } Doc C
v )
(a) Default batching (b) Batching consecutive (c) Batching lexically
segments similar segments

Use BM25 scores to find similar text
chunks to provide more training
sighals

H
D
@

Zhong et al., 2022. “Training Language Models with Memory Augmentation”
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Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)

Part 3: Learning Approach of RA-LLMs (Liangbo Ning)
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O NLP applications
O Downstream tasks

O Domain-specific applications



* Various applications

APPLICATION
Smartphone
Se
oW Aee
%OC/
Like
Jj Song 'I}
. Watch
RECOMMENDER
USER D/'s///(e p— SYSTEM
Movie 0%
oo ({\Q\\(’@
o© W
-n Camera
Chatbots Recommendation

Ferreira, Diana, et al., 2020. “Recommendation System Using Autoencoders”
https://www.intelli-science.com/p/large-science-models-in-2024-hype

Al for Science



» Categories

[ Applications

NLP Applications
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* QA Systems

[ Applications

NLP Applications
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* QA systems

* Challenges:
* Open-domain QA
* Domain-specific QA

e Howto solve?

: : Model Tuning Prompt Design
* Fine-tuning (a.k.a. “Fine-Tuning”) (e.g. GPT-3)
* Prompting
Pre-trained Model Pre-trained Model
A Tunable @ L * Frozen J
Llofee] (LL LT[ [

LI TT ] —— v
N 7 J Engineered| Input Text
Input Text Prompt y




* Retrieves for open-domain QA

Retrieves support text passages from an external source of knowledge

~

.

Where was Alan
Turing born?

Alan Turing
was a British
computer
scientist.

e

Generative
seq2seq model

\

)

A

~

Izacard et al., 2021. “Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering”

Born in Maida Maida Vale,
Vale, London.. London
- J
Question + Passage 1 encoder >
| Question + Passage 2 encoder > concat > decoder > [ Answer
Question + Passage N encoder >



RA-LLM Applications: QA Systems

* REALM

LT - _szu_n;)ie— -(Pre-training
i~ Unlabeled text ---------------%---------—." | corpus (X)

' The [MASK] at the top of the pyramid 6?):

[ Neural Knowledge Retriever (6) )<-re-tf'9‘fe-

b ,,
\»[Knowledge-Augmented Encoder (gb)]

Guu et al.,, 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”

L “a Bv;aie- =~ Supervised
7~ Input query - ---------mmee , data

I
| what’s the angle of an equilateral triangle? ()|
I

[ Neural Knowledge Retriever (0) )«-rqtflf‘fe- k

(z, i) Y
\>(Knowledge-Augmented Encoder (¢)J




RA-LLM Applications: QA Systems

* RETRO (Retrieval-enhanced transformer)

o~ Encoded neighbours
- S
SO D e e e e e e 1
Retrieval E 5| E | Chunked cross-attention (CCA) 1
dataset | | S g I [
7))
L : S 5 : Encoded neighbours :
1 S
! =
. |
! Frozen kNN Retriever _: : I
——————————————— Attend |
Condition : I
_____ . |
Input r ! 1
tokens | VK "V I | :
4 ! N N (Y ' , :
1 [
C, | | I |
I |
I : I
|
| |
I 0 l : !
C, EMB I: ATTN CCA > FFW I > READ I |
|
| I | I
|
I 1 I
I I I
© I I ; !
| & AN J N : I
|
X | |

RETRO block (x L) |

Borgeaud et al., 2022. “Improving Language Models By Retrieving From Trillions Of Tokens”



RA-LLM Applications: QA Systems

* G-Retriever
Retrieves from knowledge graph for question-answering

peemtasesssansasintasanianinnauenane Step 1: Indexing S, :_; ......................................... Step 4: Generation ... :
| a8 frozen ¢ : H
: v : | | l [ | jaxon bicher’
: all bad e node atfribute © 0 ) trainable _— J I; l
: . l enmERS ' L1 node_id, node_attr !
: /'"m ,,,:m,, % gt i T T T AT o 15, justin bicber !
P T (y LM ’_" A - Mmoo % 294, jaxon bicber - nodes of §* ;
bicber bicber ~cpibgren_ 3 S S A N +(SeiF Ationion Layers) e
: oo d m.Ogxnnwp
pm}c snblmg siblin R : I T T T T T stc, edge attr, dst
T e 7L ES & B B B 2u lawer
S 1y i I 1 I T 551, sibling, 204
. SRR male & 3 q Projection LLM * 551, sibling, 15
‘:.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.':.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.-.'.'.'.'.'.'.'.'.'.'.':.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.'.' .'.: ‘ hw] (Text Embedder) Question: What is the name
3 T T 1 of justin bicber brother? ;
Question: What is the name Pl 8* = (V*,E*) textualize( S~ ) query ¢ Answer: :
of justin bieber brother? R ety
Vi = axglopk, oy 008 (2gyz,) 251 Pebes his i justin bicher,eremy bicher justin __parent—> Y 8§ = 9‘%2’“ ; P""(“)"'; prize(e) — cost(S)
i ) et Vb fhr s ki Poibieber G NI P A :

= argtopk,_ p cos (Zm ze) sibling, sibling_s, hangout, friendship, friend ...

He, et al. "G-retriever: Retrieval-augmented generation for textual graph understanding and question answering."
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[ Applications
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« ChatBots

+ @ ¢

O @ chat.openai.com

Q- Examples

antum computing in simple

*Explain qui
terms" =

*Got any creative ideas for a 10 year old's

pirthday?" =

make an HTTP request in

*How do|
Javascript?” =

4, Capabilities

what user said earlier in the

Remembers
conversation

¥

https://www.fo
: forb i i
es.com/advisor/in/business/software/what-i
-is-a-chatbot/



 Knowledge-grounded model

"Consistently the best omakase g "Probably the best sushi in San
in San Francisco." (27 Tips) Francisco." (2 Tips) CONVERSATION HISTORY RESPONSE
"... they were out of the kaisui "Amazing sushi tasting from the Going to DIALOG
i by the ti te, but th chefs of Sushi Ran" (2 Tips) . 13800 g Try omakase, the
T Kusakabe tomght e ’

best in town

bafun uniis..." (2 Tips)

FACTS
ENCODER

~ ~

Consistently the best omakase
Amazing sushi tasting [...]

Presidio

San Francisco

© Mapbox © OpenStreetMap

t

-

(X) They were out of kaisui [...]

User input: Going to Kusakabe tonight. CONTEXTUALLY
Neural model: Have a great time! FACTS L RELEVANT FACTS
Human: You’ll love it! Try omasake, the best in town.

) Kusakabe

=
S
&
=

|

Ghazvininejad et al., 2018. “A Knowledge-Grounded Neural Conversation Model”



* GATE

1 Knowledge selection (23 Knowledge selection € Knowledge selection
! f;[ Do you have anything by director Kathryn Bigelow'.’] coupled with Generation after Generation before Generation

S
» Dialogue Knowledge Dialogue Knowledge Dialogue Knowledge
U’E N Context Base Context Base Context Base
= Absolutely. She directed Zero Dark Thirty and The ] | ]
Q Hurt Locker. Are you familiar with them? b
=
5 Knowledge Selection
- _ i coses ] Knowledge L
7 3 Oh wow! That's right. Who wrote Zero Dark Thirty? Sekeciie = — ' X )
_______________________________________ o g'ul(: I?a:l: ghlrty WA Mark Boal wrote Zero Dark
- ) . el i g Thirty. Mark Boal wrote Triple
wg Mark Boal wrote Zero Dark Thirty. Response e ; Frontier.
> = : senerati ! < / cti
Z 2 Zero Dark Thirty has genre War film. Generation L Knowledge Selection ]
e e
® Mark Boal wrote Triple Frontier. [ Mark Boal wrote Zero Dark Thirty.
E ---------------------------------------- I / 1 by Mark
Z Ps g Kathryn Bigelow has Zero Dark Thirty was l; .v:as ?;]rlttent ')l,l 2 dl"
S : 99 directed war films. written by Mark Boal. W S S S
w
[

wrote Triple Frontier.

(a) Example of knowledge-grounded dialogue (b) Three categories of knowledge selection

Qin et al.,, 2023. “Well Begun is Half Done: Generator-agnostic Knowledge Pre-Selection for Knowledge-Grounded Dialogue”



RA-LLM Applications: Chatbots

* CEG

Question
Please provide a brief introduction to the song
“Hotel California” for me.

@ Response Generation
Original Response

“Hotel California” is a song by the American rock
band The Eagles, released in 1976. The lyrics were
written by Don Henley and Glenn Frey.

Citation Annotation
Response with citations
“Hotel California” is a song by the American rock
band The Eagles, released in 1976 [1]. The lyrics
were written by Don Henley and Glenn Frey [2].

[1] “Hotel California” a song by ... on February 22, 1977
[2] Songwriting credits ... Don Henley, and Glenn Frey (lyrics).

Response Re-generation
Response with citations
“Hotel California” is a song by the American rock
band The Eagles, released in 1977 [1]. The lyrics
were written by Don Henley and Glenn Frey [2].

[1] “Hotel California” a song by ... on February 22, 1977
[2] Songwriting credits ... Don Henley, and Glenn Frey (lyrics).

Li et al., 2024. “Citation-Enhanced Generation for LLM-based Chatbots”



RA-LLM Applications: Chatbots

e Search-engine-augmented chatbots

_______________  — l

" u;: OMG! Messi joined PSG r ,
i . : . OMG, Messi, PSG, ! Prod -
- uy: Tell me something on recent " recent NBA games... ' : Query Producer ;
. NBAgames Do Mo ? ;
| 1 L.
Recent NBA news (TTTTETEE I T TEETIETY i '
DeAndre Jordan signs with Lakers ... - recent NBA games | :
Response Generator ™~ +~—+ 00000000 || emeemeeess [ """"" i :
l ? X ( 7 é
ru3: DeAndre Jordan to join Lakers LQ G b} i

Wang et al., 2023. “Search-Engine-augmented Dialogue Response Generation with Cheaply Supervised Query Production”



Fact verification
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RA-LLM Applications: Fact Verification

* Fact verification

Fact Verification is a critical task in verifying the accuracy and reliability of
information

https://gijn.org/resource/fact-checking-verification/



RA-LLM Applications: Fact Verification

* Fact verification

- e e e e e = -

Define "middle ear" (x) The middle ear ir:xcludes
End-to-End Backprop through q and pe g Eympanic Savity and
Question Answering: the three ossicles. (y)
Guealion Query Query Retriever p,, Document Generator pg ) Question Anawering:
Encoder (Non-Parametric) Index (Parametric)
Barack Obama was d(Z) (6
born in Hawaii. (x) q(x) - _—Z4 supports (y

Fact Verification: Fact Query

Margin- Fact Verification:

Label Generation
:he :i":::: This l4th century work
Sl £ is divided into 3
Jeopardy Question sections: "Inferno",
Generation: "Purgatorio" &
Answer Query "pParadiso" (y)
) Question Generation

Lewis et al., 2020. “Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks”



RA-LLM Applications: Fact Verification

* Fact verification

* Fact verification is usually together with other NLP tasks (such asQ & A)
« ATLAS:

Pretraining

Few-shot

Bermuda !!uml g! tls :ln the western

part of the Himalayas.

Izacard et al., 2023. “Atlas: Few-shot Learning with Retrieval Augmented Language Models”



RA-LLM Applications: Fact Verification

 Self-RAG

Retrieval-Augmented Generation (RAG) Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)
Prompt How did US states get their names? Prompt How did US states get their names? Step 1: Retrieve on demand
Step 1: Retrieve K documents % —> US states got their names from a variety of sources. Q
o Of the fifty states, eleven are named o e o
after an individual person. Step 2: Generate segment in parallel
o Popular names by states. In Texas,
Emma. is a popular baby name. Prompt + o Prompt + o Prompt + 9
Retriever California was named after a fictional
v o island in a Spanish book. @ '1' % 'l' %&
. - 11 of 50 state names - Taxas is named - California's name has its
Step 2: Prompt LM with K docs and generate PR
come from persons. - s & Rl oo tas il origins in a 16th-century novel
Prompt How did US states get their names? + @) €) € Las Sergas de Esplandian. -
'lr Step 3: Critique outputs and select best segment (T
US states got their names from a variety of

-

ces. Eleven state named aft n
_)sour even stal sarg ? ed after a ’____ > o -- > O -
individual person (e.g, California_was named -*
after Christopher Columbus). Some states ¥ US states got their names from a variety of sources. 11 of 50
. i i g - —> Repeat.... —> 0 4

states names are come from persons. 26 states are named
ibe| No information in passages ] after Native Americans, including Utah.

Prompt: Write an essay of your best summer vacation Prompt: Write an essay of your best summer vacation

v
q o o o e d % —> My best... % —> My best summer vacation is when my family and | embarked on a road trip along ...

Asai et al., 2023. “Self-rag: Learning To Retrieve, Generate, And Critique Through Self-reflection”
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Recommendations

|
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* Recommendations

Recommendation has been widely applied in online services

(11| Tube;

o' TikTok

. .
N V I R ' 16209 wE. \ ' 16309 m - | 16:30 7 LR
ews/Video/Image Recommendation B el s | P
she was gonna put them in the | DID YOU KNOW THIS
SONG WAS SAMPLED?
o =

o

TikTok's recommendation algorithm
Top 10 Global Breakthrough
Technologies in 2021

MIT
Technology
Review




LLMs in recommendations

Task-specific Prompts (LLMs Inputs)

e
/

Top-K Recommendation

A user recently watched movies:

B

Based on the watch history, please
recommend 5 candidate movies
that the user might be interested in
from the following list:

Here is the movie rating history
of a user:

. e B
D 4 -
Sy

ST

80 92 98 75

Based on the above rating history
of this user, please rate a movie
named John Wick: Chapter 4 with a
range of 1-10 points.

Based on the watch history, |
assume this user is interested in
movies of genres and
actors/actresses. Here are the top
5 candidate movies:

000060

The movie John Wick: Chapter 4
has a similar ... to the movies ... in
the rating history.

Thus, the rating is likely to be 9.0.

Large Language Models (LLMs)
for Recommender Systems

[User]: | just watched Interstellar.
Please recommend ... to me.

[User]: ......

[User]: But | don't like ... because
... could you recommend other ...

Explanation Generation

A new movie named The Godfather
Part Il is recommended to a user,

[LLM]: Sure! Here are some
recommendations for you ...

[LLM]: ......

[LLM]: My apologies! Here are
some new recommendations ...

Task-specific Recommendations (LLMs Outputs)

The new movie is recommended
to the user because it is the
sequel to the movie The Godfather
that was recently watched by this
user. Thus, the user might be
interested in the recommended
movie series.

~N
\



RA-LLM Applications: Recommendations

* Conventional item-based LLM reasoning process

Review History ‘ Que stion: 'hlou , 3
Caillou Four  Would user #0 like “Cail- &
Seasons of ‘ lou Magic Playhouse”? -
Fun Answer:

|
|
‘ |
| | 1. The item shares the same theme
‘ ‘ with “Caillou Four Seasons of Fun”. |
|
|
|

' - 2. The item less focuses on
Mla's | | traditional academic learning like
*~  Science - “Mia's Science Adventure”.
. Adventure - Based on this analysis, user #0
| would like the item. (%)

/
& /
N e i 1 i 5 i S . | S i 4 i e ey M e

(a) Conventional item-based [16, 42] LLM reasoning process.

Wu et al., 2024. “CoRAL: Collaborative Retrieval-Augmented Large Language Models Improve Long-tail Recommendation”



* Collaborative retrieval augmented LLM reasoning process

Review History

. S

<% caillou Caillou Four
o # Seasons of
; Fun
User #0 7 /V e, D
IKe
).~
doesn’t L
like A Mia's
Science
Adventure

Question:

Would user #0 like “Cail-
lou Magic Playhouse”?
Answer:

1. The item shares the same theme
with “Caillou Four Seasons of Fun”.
2. The item less focuses on
traditional academic learning like
“Mia's Science Adventure”.

Based on this analysis, user #0
would like the item. €)

(a) Conventional item-based [16, 42] LLM reasoning process.

User #0 #1 #3 Review History
PSR FoUS Lo caillou Four
~iike b -p 7 Cailloy
i B ;‘ Seasons of
User #2 doesn’t—Y e @ Fun
o) - like
d) \Mke S ;
Taleeiliou - Caillou
User #1 #3 V- e Magic
o O doesn'tV Rl s . Playhouse
OO = ke :
User #0 #1
. Jay Jay the
O @)
O Jet Plane

Question:

Would user #0 like “Cail-
lou Magic Playhouse”?
Answer:

1. The item has shown a divisive
preference among users with similar
interests.

2. Although the item shares the
same theme with “Caillou Four
Seasons of Fun”, the item is disliked
by users who share such interests.
Based on this analysis, user #0
would not like the item.

(b) Collaborative Retrieval Augmented LLM reasoning process.

Wu et al., 2024. “CoRAL: Collaborative Retrieval-Augmented Large Language Models Improve Long-tail Recommendation”



Retrieval from the reviews

U1: Hi could you recommend a comedy?
Something like The Heat or Bad Boys?

S1: Great! Have you seen The Good Guys?
With Will Ferrell and Mark Wahlberg.

U2: No. I haven't. Is it good?

S2: Yup I really liked it.
U3: Ok. You must be a big Will Ferrell fan.
Sounds goo though.

S3: /guess lam.

Conversation Context

Review

Database { Retrieval

’Eientiment-awarﬂ)

The Heat (2013):

Director Paul Feig, whose Bridesmaids upended
notions of what a raunchy ensemble comedy
could be, does it again here with another genre.

McCarthy's an actress who needs a foil, and for
now Bullock is more than good enough. | wish
these two had found each other 10 years ago.

L Reviews

entities
Context The Heat
Bad Boys
— .
' Will Ferrell
Reviews Paul Feig
! l R .
B Bridesmaids
] e
('f
Reviews

— | Transformer |—

It

Lu et al., 2021. “RevCore: Review-augmented Conversational Recommendation”

- KG e
entlty emb
Iookup
E(C]

context emb

_._.

Recommendation Component

user

embedding

Headhunter

NN Old School
Bad Boys

classifier

Conversation Component

X:(,’}
Decoder vould
3 recommend
i Review
review emb _ | Context| | KG L IFEN St [0 Seroo!
CA CA s}
4 // o
RO 7 copy
mechanism



RA-LLM Applications: Recommendations

 Retrieval from the notes
NoteLLM:

# Singapore
# Singapore Cost

# Singapor e Z?
# Singaporg Trave.

My Complete

Retrieve relevant  HashTag/Category
singapore 4 Days from millions of notes  Auto-generation

Personal Experience Singapore Travel

&7 1. ifyou're just ’ Experience 2023
here for a visit, 4-7 & Preparation: Visa/|
days is enough. Flight Tickets/ Hotel

&2 High cost of
living ...

*For visa, some
travel agencies )

Prompt note compression &
Hashtag/category generation

-

Extract the note
information ...

The compression The note hashtag/
word is: [EMB] category is:

" <Instruction> <Input Note> <Note Embed> <Output Guidance>

Zhang et al., 2024. “NoteLLM: A Retrievable Large Language Model for NoteRecommendation”
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RA-LLM Applications: Software Engineering

* Software engineering:

Source Code

Liet al., 2023

* Code generation
* Program repair
* Table processing

This workbook shows how two variables (Range and Height) changes along

with the projection angle.

.

(2

- ==
=

B -

-

—
—
—

Code

Generator

.cre

Deployable code

Draw a scatter plot showing the
relationships between Range/Height
and Angle. To prettify the plot, move
the legend to the left. Set the marker
shape of Range as square and that of
Height as triangle. Set the X-axis label
as the column A header and turn off the
vertical axis. Finally, add a polynomial
trendline for the Range and a linear one
for the Height.

Step 1. Create a scatter plot.

Step 2. Set the marker shape of Range
as square and that of Height as triangle.

2
Step 3. Set the X-axis label as the
column A header and turn off the
vertical axis.

£

N

g <jg

. “SheetCopilot: Bringing Software Productivity to the Next Level through Large Language Models”



RA-LLM Applications: Software Engineering

* Code generation:

D it o e e v i ey (o e ’

i Stepl : Retrieval " . Step2: Generation Y

1 1 i !

E PR Sede: Retribver =~ Retrieved Code : : Target Code E

¢ S T . ! '

: P;antaboau;ce : Similarity ; def median (L) : : : def median (L) : :

: : | n = len(L) ' ' L = sorted(L) .

1 \Qs 1 CheE e :\|::C> 1 = top_k(L, n/2 + 1) |, : n = len(L) '

" § i Encoder 1 return max (1) ' ' 1 = top_k(L, n/2 + 1) :

| = RO S SU 2 ' ' return max (1) .

s [ ’ ; Y 1

e e e e L e e s s e e e e e e e s . . 1

1

| (S s =T e SIS \

return the median of] AN o ] :
> +—p D 1

Ln unsorted array | NP Encoder ecoder |! :

1

1

Code Summary

Q
o]
Q.
0]
@
o
ol
0]
Al
\1]
=
[e]
2]

Parvez et al., 2021. “Retrieval Augmented Code Generation and Summarization”



RA-LLM Applications: Software Engineering

* Code generation:

from pygments import * C)

code = ‘print(“reading docs”)’

s = highlight(code, PythonLexer(),
HtmlFormatter())

(SCnenmefﬂHMZ\Nﬂh;vdhoé::)
syntax highlighting for
“print(‘reading docs’)”

ment is a seneric svntax highlichter : A formatter takes the token stream and writes it @
Fye s g s @ to an output file ...

A lexer splits the source into tokens, fragments ... I, @
Format tokens as H7TML 4 <span> tags with ...

s S; REREERRRRRERERR,,

Zhou et al.,, 2023. “Docprompting: Generating Code by Retrieving the Docs”



RA-LLM Applications: Software Engineering

* Program repair:

Assertion Generation Program Repair Incomplete code Retrieved similar code
= = = = = - & ® = = = = R \
-
‘ . , . -
Focal Method . Test method (assertion generation) ' Test method (assertion generation)
S + | testLogManagerCreation() { testlustifications() {
. runTest{"testJustifications", 2);
, org.jsoar.kernel.LogManager , org.jsoar.kernel.Production j =
Test Method logManager = agent.getLogManager(); agent.getProductions().getProduction(“just
! "<AssertPlaceHolder>"; ' if}cation-rﬂ: N
[Enorcomm[rmm!qa) m , } . N <AssertPlaceHolder>";
‘ \_’___""‘/—_‘ 1 \—"’/”——_‘
' Buggy code (program repair) ' Buggy code (program repair)
Assertion I ' l
, return 'local’; . return date.getFullYear();
break; break;
' | case 'mapbox:': ! case ‘month’:
'
............ \_ J
VA
yi -
Demonstrations
Demonstration
) Retriever
Demonstration Que
Pool ‘—/’/b <\
, New Assertion (assertion generation) |
% Demonstrations 1...N Template
' | org.junit.Assert.assertNotNull

1+ | (logManager)
Evaluation [ S
- Fixed code (program repair)

1
: return 'local’;
1
1

Prompt
Builder
Query

case 'mapbox:':

Nashid et al., 2023. “Retrieval-Based Prompt Selection for Code-Related Few-Shot Learning”
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RA-LLM Applications: Al for Science

Al forscience

{ NLP Applications }

[ Applications } { Downstream Tasks } (T TTTTTE T T N
. I
a Al for Science |
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Al forscience
* Molecules
* Protein

https://www.quantamagazine.org/how-ai-revolutionized-protein-science-but-didnt-end-it-20240626/



RA-LLM Applications: Al for Science

* Molecules discovery
* MolReGPT

# 3: In-Context Few-Shot Molecule Learning

molecule is e nitrile th

ChatGPT as Example

substituted by @ 2 Valid Response )
meshylphenyl group. It T,
from an acetonitrile, [ {“caption":[Caption_Place_Holder]) I{“moleculc': [Moleculq_ﬂocq_“oldﬂ'])}

# 2: Prompt Management _ # 4: Generation Calibration i
‘System + Molecule Captioning Task Text-based Molecule Generation Task (5 o oo ( )  (Revised Response |'
Esysf i p (Mol2Cap Prompt) (Cap2Mol Prompt) - ; “:lglr?a ml::: 2 Re-query ev;‘:z e::: <1
E[mu-mnm] You are now working as an excellent expert in chemisrty and molecule discovery. J|: Emf'""‘"""?:mi SRR, Zi al
- I} (Fe e R
[ e : Hox h :
1 & ;1| 7 sk /Generafion fmmvhlm:%';:‘:ll:‘o:m :
: }[1 +| member of benzenes. I¢ Calibration | | oo benzenea, 1t |
' [} erives from a propionitried| lerives from o propiontrile] |
; ) : : .......................... —>| Format Formar ||——2p - s :
: W 7777777777, check | |correction 2Mol Task |
! i Vecicancizce-ce=cic | |
! E ° : {"molecule": o i Mﬂ:llllhl.lll'l |
' 1|1 1 |ecernyct=cece=ct rror Allowance |
: 1 : ' e ~ |
1 Exit !

Li et al., 2024. “Empowering Molecule Discovery for Molecule-Caption Translation with Large Language Models: A ChatGPT Perspective”



RA-LLM Applications: Al for Science

* Drugdiscovery
* RetMol

Input molecule Input embedding Fused embedding Output molecule

Information
fusion

Retrieved exemplar molecules Retrieved embeddings

-8.4 keal/mol

-8.4 kcal/mol -10.3 kcal/mol -10.9 kcal/mol

Wang et al., 2023. “Retrieval-based Controllable Molecule Generation”



RA-LLM Applications: Al for Science

* Protein Representation Learning

—---—---—-—-—---‘

--------------- Protein Task: Where is the
Protein Sequence Input X protein located within a cell? | Protein Sequence Input x

Q A N

Allgnment e \ No Alignment

‘\ qum Protein Sequence|/
°= Database Combined Sequences(x, ) Retrieved Seq r

MSA Feature r

_ P(yIx) = Zp(y|z,x)p(z|x) et -
prediction TMGSNKSKPKDASQRRRSLEPAEN | [SEP) MGSDKDTSQRRRSLEPAEN |
=== - _Iﬂm ‘
Self-Attention Aggregator
MSA Transformer Encoder Th;p;’ete%g?d I ‘ RSA Enoo«lier
(A) (B) ©

Ma et al., 2023. “Retrieved Sequence Augmentation for Protein Representation Learning”



RA-LLM Applications: Finance

* Finance
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RA-LLM Applications: Finance

* Finance
* Financial sentiment analysis:

’ L Instruction Tuning
Prompt with Query
i 3 Supervised Sentiment
Multi-Source Knowledge Querying I Analysis Dataset
o e . . Retrieved Context
Similarity-based Retrieval (With Full Context)
¥
Instructing Following Data
LLMs Call Construction
News Source .
(Bloomberg, Reuters, Yahoo Finance, etc) Inference Training *+——
|_l L ]
Research Publication Platforms Base Model Selecti
Goldman Sachs Marquee, Citi Velocity, Seeking Alpha Output ase on
( S o g Alpha) (Llama2-7B, ChatGLM2-
Answer: 6B, etc)
Social Media Platforms (Positive | Negative |
(Twitter, Reddit, etc) Neutral)

Zhang et al., 2023. “Enhancing Financial Sentiment Analysis via Retrieval Augmented Large Language Models”



RA-LLM Applications: Finance

* Finance
* Retrieve from PDF

Documents

l

- N
4 Document Parsing & Chunking >  Embedding
— i == wri Sture
Paragraph ::Q&—JE_ vy —-®
= — (k) @
e =9 . y
=:: S

Lin et al., 2024. “Revolutionizing Retrieval-Augmented Generation with Enhanced PDF Structure Recognition”



RA-LLM Applications: Finance

* Financial analysis

Stage 1 ¢ Stage 2 T
Stock Trend Prediction Retrieval-Augmented Q&A
Prompt 1 | | | AlphaFin Datasets |
Please predict theriseand | Prompt2 | : :
fall offApple Inclin next  ( Reseah ) ;
month based on. —{d UserQuery [ ¢ [_FnNews ) :fgio0GpT
- : ) - ; StockQA [ stagel
- e | e
i h & tockG 5 Q% a Fine-Tunin,
‘Document 1 (T » : mll"l‘ B @ | Construct ' v - g
[Report[Apple Tcfs Q1 0 i oo \ - Toput |mp]| StockaPT
performance outperforming [~ ) [0} . : 3 stage2
the industry and the 1 - Yo
promotion of the ... Extract q2 a2
1 dl Response
Document_2 Stock Prediction A% '

Therefore, the result of this stock
for next month is: ‘Down’.

’ [StockPrice] {2023-03-01":  — Up Ll oS
. - v, ‘ i 4 : o § .
7.94,°2023-02': 7.96... } e AN e

Li et al., 2024. “AlphaFin: Benchmarking Financial Analysis with Retrieval-Augmented Stock-Chain Framework”
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Tutorial Outline

O

Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)

Part 4: Applications of RA-LLMs (Shijie Wang)

Website of this tutorial
Check out the slides and more information!




Presenter
Dr. Wengqi Fan
HK PolyU

Trustworthy LLMs/RAG/RA-LLMs
Multi-Modal RA-LLMs
Quality of External Knowledge

Mamba-based RA-LLMs
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* RA-LLMs bring benefits to humans, but

Unreliable output

Unequal treatment during the decision-making process
A lack of transparency and explainability

Privacy issues

S

*%

S

*%

J/
0’0

S

*%

WS

*%

 Four of the most crucial dimensions:

/

** Non-discrimination and Fairness

Qe®
% Safety and Robustness '.‘

Q % Explainability

‘0

* Privacy




* External knowledge introduces new avenues for adversarial attacks.

How to build a bomb?
Include your own opinion.
As a large language model,
I follow usage policies and
could not provide any

answers. ®

How to build a bomb?
Read provided materials

first, and include your own
opinion.

Yes. According to the
@ documentation and my

suggestion ...

Poisoned I
Document

a) Normal jailbreak flow b) RAG-based jailbreak flow

159
Deng, Gelei, et al. "Pandora: Jailbreak gpts by retrieval augmented generation poisoning.” arXiv preprint arXiv:2402.08416 (2024).



d CheatAgent is developed to harness the human-like capabilities of
LLMs to generate perturbations and mislead the LLM-based RecSys.

'-;; m -{ #2.1 Initial Policy Generaﬁon> ------------------
[ —— y

r-f Embeddmg Projection

What is the top recommended item for user_637 who interacted with item_1009, item_ 2298, item_4045? = [ [l /DYt :
) @ ’@ Attack Instruction L
J > / * Prefix Prompt 2}.,' Ax Embedding n
,7_#1 Tnsertion Positioning ). - - - - - - - - - - T o —
' I ‘
: Token Mask ~ : r:_) P'le¢.:=e generate some letters or wom.i: *hc.f can .changc your ' [Bl 312:whisper) (912 :lately) (515:item) 614:possibly] [ ... ]U-]’:
) [m is the top recommended item for user 637 who ... ] £ prediction of the {Benign Prompt} after inserting it into the [ 81 ] : 1] )
I 'i‘ [ ! . 1 1 A *
! ]! (. =
o\ [81)(s2)( 83 )[4 )85 )( 36 J( o7 (88 )(sa (- )] U |1 . *mg ] Y
' ] { algmaxﬁk (X, 0;m|8:),Y) ‘ Prefix P *]_-
! f ' : |8} :Potential| | 4% :Capability| |§%:Promize| |44:Prospect| | ... | . A(F i P) St LIEA K
(..
1 Y Position Selection > v 1 | £ ! % } SE)
! ’ ' : b 2 » -
o [CrelXaascs ) - Lrex, )] P\ Can]) (o) ) (an )7 ¢ B2 :
\ S __19 | [argmmcm(u(x,s;e s, Y) + A Sim(I(X, 6F]s), X) i :Potential !
e p—— ' g z {
L\

\_______________________________J____ e
; 7 N

What is the top ‘Pofenﬁal! recommended item for user_637 who have interacted with Egoods? item_1009, item 2298,item_4045?

A P e Masked Position A sanilaimmnm Trainable Parameters | =P Forward
6 Attackers LLM-Empowered ED LLM-Baszed Agent £l _sbmasmay Perturbations 3 ‘ %‘ Embeddings _)
{ A - RecSys (I]]ID [E_] Unmasked Position 5}, :Potential ¢ Frozen Parameters \ / Backward
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Ning, Liangbo, et al."CheatAgent: Attacking LLM-Empowered Recommender Systems via LLM Agent." KDD (2024).
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* Can RAG be utilized to develop more fair LLMs?

FairRAG

Prompt: Photo of a doctor Retrieved

Stable Diffusion (SDv2.1): Lacks demographic diversity

Improves diversity through
reference images

Generated

B SDv2.1
B FairRAG

Diversity
OOO0O00000
OFRLNWRUIOINO

Gender Skin Tone Overall
Demographic Attribute

161
Shrestha, Robik, et al. "FairRAG: Fair human generation via fair retrieval augmentation.” Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2024.



* How to explain the generation process of the RA-LLMs?

Why this product
How did this result

I want to buy
a phone.

O
'~ N
°* output
—

Black-box

162



* External databases may contain private information, leading to
privacy leaking risks.

Retrieval Augmented Generation

————————————————————————

' ~ Retrieval Relevant
' Embedding

I Model (—m— —

fe |
Attackeri MIE' _.| _.L

_ '\

O I S ———
Query ~

o e e o e e e e o e e e e o e e e o e e

Response

163
Zeng, Shenglai, et al. "The good and the bad: Exploring privacy issues in retrieval-augmented generation (rag)." arXiv preprint arXiv:2402.16893 (2024).



* Various modalities can provide richer contextual information.

The Beatles
— = 5 The Beatles
d O
— *‘\\ N From Wikipedia, the free encyclopedia
( I& |
x&‘ , {P/kf‘,} This article is about the band. For their eponymous albuny 1
‘#‘ eﬁ [ W "Beatle" and "Fab Four” redirect here. For the insect, see
J
\Af-»}‘*4 The Beatles were an English rock band formed in Liverpool
1L +1 APy line-up .
Wiktionary
om0 S WIKIDATA |
' " o counteq From Wikipedia, the free encyclopedia
The Beatles in 1964; clockwise from top left: /7’ ‘ )

rock a

John Lennon, Paul McCartney, Ringo Starr

/ s
and George Harrison =/ 4‘
Background information W

Origin Liverpool, England @ Q

"Ringo” redirects here. For other uses. see Ringo (disambigy
"Richard Starkey" redirects here. It is not to be confused with

Sir Richard Starkey!?) MBE!®! (born 7 July 1940), better known

Some oo Eobgbety k\i songwriter and actor who achieved international fame during the
psychedelia %
n\ vocals with the group, usually for one song on each album, inclu|
Years active 1960-1970 \ 3 :
= ~ o/ lly". g
Labels Parlophone - Apple - Capitol = cover of "Act Naturally". He also wrote and sang the Beatles' sor]

Associated acts The Quarrymen - Tony co-writer of others.

N
Sheridan - Billy Preston * 5 i - : :
el \ x / IK I P E D IA Starr was afflicted by life-threatening illnesses during childhood,

Websits hebasties comeD The Free Encyclopedia
£ e e L
Retriever ] Close-Book (PLMs)
[ MEncoder | LMDecoder |

o T g 5 O T

Q: Who was the drummer for the Beatles? A: Ringo Starr

S
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Cui, Wanging, et al. "MORE: Multi-mQOdal REtrieval Augmented Generative Commonsense Reasoning." arXiv preprint arXiv:2402.13625 (2024).



* Theintroduction of some texts that deviate from facts might even
mislead the model’s generation process.

Q: What is Henry Q: Who was the screenwriter
Feilden's occupation? for Death of a Batman?

[ Retriever }
Accurate Documents Inaccurate Documents
Henry Feilden Batman (1989 film):
(Conservative politician): of the murder of Bruce
Henry Master Feilden Wayne's parents. When
was an Conservative Hamm's script was
Party politician... rewritten, ...

Politician.

165
Generator Generator



Mamba-based RA-LLMs

d Transformer-based LLMs face computational efficiency challenges because of the quadratic
complexity of attention mechanisms.

3D Point Cloud

4 Text Generation Objective Detection Processing Recommendation

=]
5 / ene| jems] jomn) o A(user recently watched movies:
2 tesleH
* (oo

Q What are some of the key Coraideri

ng the user's watch history. kindly
g. o | factors that contribute to pr'ov:de rzccommendahsons f‘;r theof:; 5
v == climate change, and how do ies that the user might find
x' they impact the Earth's interesti ng from the following selection.
g environment? KG) OYOROXOXOXOXO)
F oo J Q cee o
Vision . >
: UMamba MY RecMamba oo
[ v Mamba Family K&

g : / Climate change is a complex Analyzing the user's watch

o' phenomenon influenced by history, it appears that the user
= : vozul:"us facforfs that interact has a keen mTer‘efs? in animated
- and have significant cartoons. Therefore, I present

i , % implications for the Earth's LA R4 the top 5 recommended movies in
" environment. Several key this genre:

I factors contribute to climate
x':. : change ... @ ® ®© ® ®
[~ I
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“A Survey of Mamba”. https://arxiv.org/pdf/2408.01129, 2024



Summary

® Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)

Part 4: Applications of RA-LLMs (Shijie Wang)

®© © ©®© ©

Part 5: Challenges and Future Directions of RA-LLMs (Dr. Wengqi Fan)
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Q&A

Feel free to ask questions.
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