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Tutorial Outline

O
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Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wengqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)
Part 4: Applications of RA-LLMs (Shijie Wang)

Part 5: Challenges and Future Directions of RA-LLMs (Dr. Wengqi Fan)

Part 6: Q&A
Website of this tutorial

Check out the slides and more information!




Large Language Models (LLMs)

it Google Al ......

8 billion parameters

https://github.com/Hannibal046/Awesome-LLM/tree/main



Large Language Models (LLMs)

Information Retrieval Sentiment Analysis Information Extraction

Machine Translation Natural QuestionAnswering

Language @ Alsef-"los-pace?
Processing e

1966

Input Text (. )\ Generated Text
ChatGP

| ' oo | | |

Large Language Models (LLMs) !




LLMs in Downstream Domains

Education

Chemistry Healthcare

; N
TEELE s__’}‘g;;‘:lﬁﬁ:'e"im ﬁ%q\) Q | [ C1=CC2=C(C(=C1)[0-])NC(=CC2=0)C(=0)0 J
[Property]... —
Li et al, 2024, Empowering Molecule Discovery for Molecule-Caption Translation with Large Language Models: A ChatGPT Perspective, 5

(] Molecule discovery, etc.

( Phenol Chemical CeHsO )

Formula:

SMILES Cl1(0)=CC=C
String:  C=C1

e Molecule
g Graph:
S i

(a) Molecule Represen-
tations.

V( “c1(0)=cc=cc=c1 )

{ )
NGB AD

(b) Molecule Caption-
ing.

AT 2o T
[ cioyce=cc=c1
\

Liu et al., 2024, MolecularGPT: Open Large Language Model (LLM) for Few-Shot Molecular Property Prediction,

® ChatGPT

(a) Molecule Captioning

g
I

U

Please show me a description of this molecule: @
C1=CC=C(C=C1)0C2=CC=CC=C2"

{f has a role as a plant metabolite.

(/The. molecule is an aromatic ether in which the

oxygen is attached to two phenyl substituents.
It has been found in muscat grapes and vanilla.

(b) Text-based Molecule Generation

e
Help me generate a molecule based on the \
iven description:

e molecule is a quinolinemonocarboxylate that
is the conjugate base of xanthurenic acid,
obtained by deprotonation of the carboxy group.

E:\as a role as an animal metabolite. It isa

onjugate base of a xanthurenic acid.

®




LLMs in Downstream Domains

Education

Chemistry Healthcare

Zhang et al., 2023, HuatuoGPT, towards Taming Language Model to Be a Doctor

J Medical consultation, etc.

@ Patient-friendly & Doctor-like

following

Q Instruction-

Interactive
@ diagnostic

Distilled # Real-world v
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= Distilled Real-world
§ Instruction Instruction
® Data Data
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S( a2 ) ([ av )
‘g Distilled Real-world
o |Conversation Conversation
B Data Data
S | J U Y,

Todey, We'll be

usmg Chot GP T
learn how to...

DSFT ~
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ChatGPT Doctor ]

Response

SFTed model

 Curriculum & Teaching, etc.

®
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+
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& Doctor-like
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(v] Instruction-following
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LLMs on Graph-structured Data

[l

-~

IRecommendations

]
-

Socic{I Network Citation Network

Drug Discovery

Q&A
@ ﬁ
Molecule
Prediction

¢

GNNs+LLMs

NN EEE SN BN B B B I O S S O e e .
. °V,
W N AN A A A A T S S O S O . -

Knowledge Graph Molecular Graph

: Text Features

1 Graph Description: <node_1> is connected to :>|
I <node_3>, <node_4>, <node_7> within one hop..l I
I Graph Feature: Paper_1's Title is ... and the | I
I Authoris ....; Paper_2's Title is ... I I

Fan, et al., 2024, Graph Machine Learning in the Era of Large Language Models (LLMs).



LLMs in Recommender Systems

A user recently watched movies:

1 [\’ - & oL
“a S S
I b inid

Based on the watch history, please
recommend 5 candidate movies
that the user might be interested in
from the following list:

...... Q..

Task-specific Prompts (LLMs Inputs)
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Rating Prediction

Here is the movie rating history

of a user:

~ _I . l" $.
80 92 98 75
Based on the above rating history
of this user, please rate a movie
named John Wick: Chapter 4 with a

range of 1-10 points.

Large Language Models (LLMs)
for Recommender Systems

Conversational Recommendation

[User]: | just watched Interstellar.
Please recommend ... to me.

L |

5]
a"é‘i

[User]: ......

[User]: But | don't like ... because
... could you recommend other ...

Explanation Generation

A new movie named The Godfather
Part Il is recommended to a user,

who has recently watched movies:

= Sy ";:
& N

Please explain the reasons.

iy mam i ot s e jeme) e o o

Based on the watch history, |
assume this user is interested in
movies of genres and
actors/actresses. Here are the top
5 candidate movies:

000060

The movie John Wick: Chapter 4
has a similar ... to the movies ... in
the rating history.

Thus, the rating is likely to be 9.0.

[LLM]: Sure! Here are some
recommendations for you ...

[LLM]: ......

[LLM]: My apologies! Here are
some new recommendations ...

Task-specific Recommendations (LLMs Outputs)

Zhao, et al., 2024, Recommender systems in the era of large language models (llms).

The new movie is recommended
to the user because it is the
sequel to the movie The Godfather
that was recently watched by this
user. Thus, the user might be
interested in the recommended
movie series.



Challenges and Risks of LLMs

O Hallucination

The generation of inaccurate, nonsensical, or
detached text, posing potential risks and
challenges for organizations utilizing these
models.

Q =

O Privacy
Various risks to data privacy and security exist at
different stages of LLMs, which becomes

particularly acute in light of incidents where
sensitive internal data was exposed to LLMs.

O Domain-specific knowledge & expertise
LLMs might not perform well in many domain-
specific fields like medicine, law, finance, and
more, because of the lack of domain-specific
knowledge and expertise.

0

O Inconsistency
Sometimes they nail the answer to questions,
other times they regurgitate random facts from

their training data.



LLMs' Challenges in Vertical Domains

(J Domain of Law

Journal of Legal Analysis, 2024, 16, 64-93

https://doi.org/10.1093/jla/laae003
Advance access publication 26 June 2024

OXFORD Article

Large Legal Fictions: Profiling Legal
Hallucinations in Large Language Models

Matthew Dahl’, Varun Magesht, Mirac Suzgun#, and Daniel E. Ho$

In a new study by Stanford RegLab and Institute for Human-
Centered Al researchers, it is demonstrated that legal hallucinations
are pervasive and disturbing: hallucination rates range from 69% to
88% in response to specific legal queries for state-of-the-art
language models.

Dahl M, et al. 2024, Large legal fictions: Profiling legal hallucinations in large language models.

Hallucinations are common across

all LLMs when they are asked a direct,
verifiable question about a federal court
case

1.0
0.88

Mean Hallucination Rate

GPT4 GPT35 PaLlM2 Llama?2
10



Why Large Language Models Work Well?

 Big Model + Big Training Data

Storing knowledge in the Storing knowledge in the non-
parametric model ! parametric model?

Information Retrieval (IR)

11



Retrieval-Augmented Large Language Models (RA-LLMs)

O LLMs cannot memorize all (particularly long-tail) knowledge in their parameters
O Lack of domain-specific knowledge, updated information, etc

\

Hallucination & Unable to answer » Re-training / Finetuning ?

Output P
t Pre-trained
ak LLMs

?., Which country won )
the Women's World| @

in January 2022, T
can't provide which
country won ... 2023. }

Context

=
=7
> 5} External

Query = | & Database
=
o =B S SR = ol f‘_ =

Spain won the
Women's World Cup

I Additional information: )
2023.

with Rag 4 Dot Donein specifc, efe

°O

Costly & Heavy
Work I

Retrieval-Augmented
Generation (RAG) for LLM:
RA-LLMs

12



Integrating Information Retrieval in Generation: RA-LLM

/" Data for Training LLMs A " External Knowledge Base N
* Low quality * High-quality knowledge
* General * Specialized knowledge
* Fixed * Scalable
. Hard to update Y, . Easy-updated )
EES——
e —
[  —
+* —| =
D O
— — ’
. . ’
Content generation Information / Knowledge RA-LLMs
Close-book exam retrieval Open-book exam
(Hard mode, have to (Easy mode, allow to search

remember everything) in reference) -



RA-LLM Research Taxonomy

Retrieval \-: """"""""""" { Retriever
Architecture}: """" Generation | [ Pre-/Post- retrieval techniques ]
“““““ Augmentation .. | \
""""" \ Input-layer integration |
{ Independent | " Intermediate-layer integration
Learning }::::\ Sequential Output-layerlntegratlon J
“““““ Joint
,,,,,,, QA Fact verification
,,,,,,,, NLP Recommendations
Application | . ~— 7 ; ;
PP Downstream <o Software engineering

Tasks | ™~
~~~~~ Domain-specific Science Finance



RAG & RA-LLM Model Development

No. of Proposed Models

2019 2020 2021 2022 2023

citation N EEE EEEEn (1] (T 11 .
>1000 [500, 1000) [200, 500) [100, 200) [50, 100) [20, 50) <20
RAG Framework/Pipeline

RAG Learning

EMDR2

RETRO

RAG-

Self-RAG PRCA

Retriever Learning

m SAIL RADA REVEN
EPR LLM-R
Pre-/Post-Retrieval Technique
SAIL PRCA  SlimPLM
BlendFilter
2019 2020 2022 2023 2024 >




A Comprehensive Survey Paper

A Survey on RAG Meeting LLMs: Towards Retrieval-Augmented
Large Language Models

Wengqi Fan Yujuan Ding’ Liangbo Ning
wengqifan03@gmail.com dingyujuan385@gmail.com BigLemon1123@gmail.com
The Hong Kong Polytechnic The Hong Kong Polytechnic The Hong Kong Polytechnic
University, HK SAR University, HK SAR University, HK SAR
Shijie Wang Hengyun Li Dawei Yin
shijie. wang@connect.polyu.hk neilhengyun.li@polyu.edu.hk yindawei@acm.org
The Hong Kong Polytechnic The Hong Kong Polytechnic Baidu Inc, China
University, HK SAR University, HK SAR
Tat-Seng Chua Qing Li
dcscts@nus.edu.sg csqli@comp.polyu.edu.hk
National University of Singapore, The Hong Kong Polytechnic
Singapore University, HK SAR

Accepted by KDD'24
https://arxiv.org/pdf/2405.06211

Website of this tutorial
Check out the slides and more information! :>




J Our research group (Prof. Qing LI & Dr. Wengi FAN) is actively recruiting
self-motivated postdocs, Ph.D. students, research assistants, etc.
Visiting scholars, interns, and self-funded students are also welcome.
Send us an email if you are interested.

¥

»* Research areas: machine learning (ML), data mining (DM), artificial intelligence
(Al), deep learning (DNNs), large language models (LLMs), graph neural
networks (GNNs), computer vision (CV), natural language processing (NLP), etc.

\/

¢ Position details:
https://wengifano3.github.io/openings.html

17
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Tutorial Outline

O
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Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)
Part 4: Applications of RA-LLMs (Shijie Wang)

Part 5: Challenges and Future Directions of RA-LLMs (Dr. Wengqi Fan)

Website of this tutorial
Check out the slides and more information!




PART 2: Architecture of RA-LLMs and Main Modules

O RA-LLM architecture overview

O Retrieverin RA-LLMs

O Retrieval results integration

Presenter
Dr.Yujuan DING
HK PolyU

O Pre/Post-retrieval techniques

O Special RA-LLM paradigms

19



RA-LLM Architecture: Standard Pipeline

1 Technical component illustration in a RA-LLM for the Q&A task

Major components (necessary)

___________________

" "Which country
| won the |
' Women's World
| Cup 2023"

Input
(Question)

-----------------

Pre-retrieval
process

-------------------------------------------------------------------------------------------------------------------------------------------------------

Post-retrieval |
process :

20



A Simple Retrieval-Augmented Generation Model

—-—-——_——————_..__——_—————.___—————_——_——_——_——_————__—————__—ﬁ—__—-s

L RAG  !Integration: concatenating _each retrleved passage with the question;
[Retrieval: DPR + MIPS Generation: BART |
Input = Quitput
Define "middle ear" (x) ‘ ----------------------------- The middle.ear ir.1cludes
. _ End-to-End Backprop through q and pg the tympanic cavity and
Question Answering: the three ossicles. (y)
Question Query Query Retriever p Document Generator pe\ Question Answering:
Encoder (Non—Parametric')] Index ‘ ) Answer Generation
Barack Obama was (Parametric)
born in Hawaii. (x) q(x) d(z) s supports (y)
Fact Verification: Fact Query P SV— g /{z'z\zs N M:;;gien- f:t?élvgg:::?gsg;\

5

1\

]

The Divine
Comedy (x)

MIPS‘: This 14th century work
is divided into 3
sections: "Inferno",
"Purgatorio" &

"Paradiso" (y)

\ + ) Question Generation

Lewis et al. 2020. “Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks”

I~

Jeopardy Question
Generation:
Answer Query




A Simple Retrieval-Augmented Generation Model

] In-Context RALM

"-___--—__—---——_————————___--————__..-————...—_._———_.—-..-.————-—_—_————-—-—_.~

_____________________________________

(Retrieval: BMz5/BERT\/Cﬂ@
(=]
20)

_____——___—____/
-
-
—-———__
-
p—_—

Einﬁtl/on Gm

Input

111

Retriever ---» FIF/—\ World Cup 2026 will E
J expand to 48 teams. :
World Cup 2022 was the /' |

last with 32 teams, : ‘World Cup 2022 was the

before theincreaseto @ T TT--- |
theincrease to

Ram et al. 2023, In-Context Retrieval-Augmented Language Models

> last with 32 teams, before -

/

Language

A

Model

o ————

/

- Qutput

- 48inthe 2026
~ tournament. ?

22



PART 2: Architecture of RA-LLMs and Main Modules

O RA-LLM architecture overview

O Retrieverin RA-LLMs

O Retrieval results integration

Website of this tutorial O Pre/Post-retrieval techniques

O Special RA-LLM paradigms

23



RA-LLM Architecture: Retriever Types

 Different types of retriever deliver

different generation performance
Relevance Retriever

measurement learning

B No Retrieval B BERT Contriever B Spider W BM25
40

Sparse Task-specific
P pre-trained

8t37.9
32.1
30.2
- General-purpose
17.5 -
I Dense pre trapinepd

GPT-2 117M (S) GPT-2 1.5B (XL)

Perplexity
s

N
o

10

24
Ram et al. 2023, In-Context Retrieval-Augmented Language Models



Dense v.s. Sparse Retrievers

Sparse Retrievers (SR)

Dense Retrievers (DR)

~N

( * Relevance Scor'lng

@

Query

—> Retrieved Results

- o Chunking/ (Chunks/Documents/
— Umﬁ Tokenlzmg/ O Indexing ] Tokens/Entities/..)
Database

ino |
* Relevance Scoring ] l

e ‘,[ LB Embeddmg] {Q,B Embedding} =l=lE

Query - —

)

Retrieved Results

‘ o Chunking/ (Chunks/Documents/
= Umﬂ Tokemzmg/ ]——’[ O Indexing } Tokens/Entities/..)
Database

25




Dense v.s. Sparse Retrievers

Sparse Retrievers (SR) e

_ ( Q Relevance Scormg — =] [=
Feasible to apply Query ‘ - t— : R— .
’ etrieve esuliTs

: .. Chunkina/ (Chunks/Documents/
High efficiency = “[ Dﬁﬁ Tok‘;':";',‘ﬂg/}_,[ © Indexing ] Tokens/Entities/..)
Database

Fine performance

Example: TF-IDF, BM2g

26



Dense v.s. Sparse Retrievers

Dense Retrievers (DR)

* Allowing fine-tuning

* Better adaptation

)

* Relevance Scoring] l

— —

e Customizable for more e "
retrieval goals ’| LB =mhe '"9] [L»B mbe '"9} =| I==] =
Quer'y A

Retrieved Results
* Examp le: DPR, c (Chunks/Documents/
' ‘ hunking/ ur
Contriever Umﬂ Tokemzmg/ ]——’[ @ Indexing } Tokens/Entities/..)
Dm‘abase

27




Task-Specific Pre-trained Retriever (Supervised)

d Dense Passage Retriever (DPR): Pretrained for Question Answering (QA)

Two independent BERTSs Inner Product Similarity

= sim(q,p) = Eo(q)"Ep(p)

Q ——1{ g Encoder Ea()
Query > g —] [=] [=
AC)B Encoder Er( ) [ Relevz?;?qs:(;ring]—* Retrieved Results
) X / 3 - (Chunks/Documents/
a Tokens/Entities/..)
o . Chunking N
- @ Umﬁ Tokemzmg/ > @ Indexing ]
Database -

28
Karpukhin et al. 2020. “Dense Passage Retrieval for Open-Domain Question Answering”



Task-Specific Pre-trained Retriever (Supervised)

d Dense Passage Retriever (DPR): Pretrained for Question Answering (QA)

* Learning Objective

L(qz'ap@_"—7p7:17 e 7pz_,n)

esim(ai,p;)
= —log

. _|_ . ) —
rmlarsl) 1 | )

* Training data: Question-Passage Sets

D = {a\pi|-pi1 - > Pin

~»

Question

Relevant passage

)

m
1=1

Negative
sample
selection?

Irrelevant passages —

Karpukhin et al. 2020. “Dense Passage Retrieval for Open-Domain Question Answering”

* Training with in-batch negatives

Training batch

P
1

i s
POSItIVE |...It was incorporated

Who founded by Jobs and Wozniak
Apple? s as Apple Computer,
E Inc. in 1977. ...
+
. 2 12
What is the 12-year-old Spanish
name of %, |football club Real
Spain's most * | Madrid is undoubtedly
famous soccer the best football club
team? Spain has ever...
negatkves
+
q'l s AN
Wi ges tio § e
h flrzt nfm;s’;ry. 3 power during the
e DRl a'?e in ensuing chaos after
Nigeria” the 15 January ...




General-Purpose Pre-trained Retriever (Unsupervised)

1 Contriever: Pre-trained with unsupervised learning

Might improve robustness
in the context of zero-shot

Same BERT encoder for queries and documents |o O Q

transfer or few-shot
learning, while having no

e —{AQB Encoder E( )

QUCI“Y X ’

impact on other settings

L] -a—— ’ /

|

A\ 4
Relevance Scoring

) ]—> Retrieved Results
s im(9. p) (Chunks/Documents/

Tokens/Entities/..)

Chunking/ N
Umﬁ Tokemzmg/
Da‘l’abase .

@ Indexing ]

Inner Product Similarity
sim(q,p) = E(Q)"E(p)

Contrastive learning with
unaligned documents

exp(s(q, ky)/7)
exp(s(q, ky)/7) + Sie exp(s(q, ki) /7)

/:’(Q7 k—i—) -

30

lzacard et al. 2022. “Unsupervised Dense Information Retrieval with Contrastive Learning”



DPR & Contriever Performance on OpenQA Tasks

End-to-end QA (Exact Match) Accuracy

Both widely applied in

Training Model NQ TriviaQA WQ TREC SQuAD R AG an d R A_ LLM S
Single BM25+BERT (Lee et al., 2019) 26.5 47.1 vLF 213 33.2
Single ORQA (Lee et al., 2019) 333 45.0 36.4 30.1 20.2
Single HardEM (Min et al., 2019a) 28.1 50.9 - - - . . .
Single GraphRetriever (Min et al., 2019b) 34.5 56.0 36.4 - - D P R In Contrl everin
Single PathRetriever (Asai et al., 2020) 32.6 - - - 56.5
Single REALMy;x; (Guu et al., 2020) 39.2 - 40.2 46.8 - .
Single ~ REALMpews (Guuetal, 2020) 404 - 407 429 . RAG, FiD, RETRO, | | Self-RAG, Atlas,
BM25 326 524 299 249 381 EPR, UDR, ... RAVEN, ...
Single DPR 41.5 56.8 346 259 29.8
BMZ5+DPR 39.0 Y 35.2 28.0 36.7
Mulsi DPR 41.5 56.8 424 494 24.1
M BM25+DPR 388 579 411 506 358 T — TriviaQA
R@5 R@20 R@100 R@5 R@20 R@100
Inverse Cloze Task (Sachan et al., 2021) 32.3  50.9 66.8 40.2 575 73.6
Both betterthan _ Masked salient spans (Sachan et al., 2021) 417 59.8 74.9 53.3  68.2 79.4
Contriever 47.8 67.8 82.1 59.4 74.2 83.2

supervised model: DPR (Karpukhin et al., 2020) - 78.4 85.4 - 79.4 39.0



Task-Specific Pre-trained Retriever (Unsupervised)

(d Spider (Span-based unsupervised dense retriever)

\/

“* Recurring Span Retrieval: It is based on the notion of recurring spans within a document: given

two paragraphs with the same recurring span, we construct a query from one of the paragraphs,

while the other is taken as the taraet for retrieval

God at Sinai granted Aaron the priesthood for himself /
q]. nd his male descendants and he became the first —
ngh Priest of the Israelltes. :

.. The books of Exodus, Leviticus and Numbers ' —|—

" “maintain that Aaron received from God a monop0|y over: pl

fdw yriesthood for himself and his male descendants ... :

.. During the journey in the wilderness, Aaron was not pl
jalways prominent or active .. '

___________________________________

IImagine (John Lennon Song)

Several poems from Yoko Ono's 1964 book Grapefrwt ' p2
iLennon said that much of the song's lyrics and content | /"Js_p'_r?d_ Cehion logwiie tae DTIC= 1or l0e0ie.

I
|
q/ \came from his wife Yeke-8re, and in 2017 the process !

2 'to give Yoko co-writing credit |

Ram et al., 2022, Learning to Retrieve Passages without Supervision

___________________________________

:Imagine (John Lennon Song) :
.. Imagine was written during the Let It Be session. | p2
|Lennon finished composing "Imagine" one morning .. :



Task-Specific Pre-trained Retriever (Unsupervised)

 Learning and results of Spider

o .. The books of Exodus, Leviticus and Numbers p—|—
: e : /_//N maintain that Aaron received from God a monopoly over 1 A S ider (Ours) + BM25 - - DPR " DPR + BM25
:God at Sinai granted Aaron the priesthood for himself = 4 the priesthood for himself and his male descendants ... p
ql :and his male descendants, and he became the first — R R
:High Priest of the Israelites. "
’ ’ o o -Aaron — 100

... During the journey in the wilderness, Aaron was not pl
‘always prominent or active ...

|Imaglne (John Lennon Song)

: Several poems from Yoko Ono's 1964 book Grapefrwt' p2
——————————————————————————————————— L he lyrics for "I
/ 'Lennon said that much of the song’s lyrics and content /Lgs_plrgd_ Lennon to write the lyrics for ‘Imagine’.._ ___ _

1
1
q icame from his wife Yeke-8re, and in 2017 the process !

2 to give Yoko co-writing credit 1

___________________________________

IImaglne (John Lennon Song) !
.. Imagine was written during the Let It Be session. : p2
|Lennon finished composing "Imagine” one morning ... !

___________________________________

exXp (3(‘1;’ pj))

Sy (exp (s(al 57)) + exp (s(d),27))) 0

|
Top-k retrieval accuracy (%)

0 20 40 60 80 100

33



Retrievers for In-Context Learning of LLMs

d Prompt Retriever

(d Examplar Retriever (CEIL)

What is the length of the longest river in the usa?

Which states border the
shortest river in the usa?

[ 1) rivers 2) #1 in the usa 3) lengths of #2 4) ... ]

Cex

1) the usa 2) rivers of #1 3)
how long are #2 4) ...

1 ]
O R

&= (7

) - Unsupervised

1 — Retriever

O

Training
Data

D

(" What is the longest river in '}
the smallest state in the usa?

A

g

1) states 2) size of #1 3) #1

where #2 is the lowest 4) ...
\ 7

longest river in the usa?

(" Which states border the /

1) the usa 2) rivers of #1 3)

Scoring
LM

how long are #2 4) return ...
\ v

Candidate Prompts 8

. Positive
Which st.atesl border the Examples
longest river in the usa? 8
pos
1) the usa 2) rivers of #1 3)
how long are #2 4) return ...
0.9
(" What is the longest river in Contrastive
! o .
05 the smallest state in the usa? Learning
i 1) states 2) size of #1 3) #1
where #2 is the lowest 4) ...
\ ) g J
0.1 Which states border the )

shortest river in the usa?

1) the usa 2) rivers of #1 3)

how long are #2 4) ...
N 7

lgneg

Hard Negative
Examples

Ex(-)

Utterance
Encoder

Ep(:)

Prompt
Encoder

Creating i
Training Data )
Y
Exemplars  Input
DPP O
Retriever
e
DPP . LM
Scores Alignment Scores
Loss

Rubin et al. 2023. “Learning To Retrieve Prompts for In-Context Learning”
Ye et al. 2023. “Compositional Exemplars for In-context Learning”
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Search Engine as Retrievers

J Traditional retrieval methods

* May be difficult to update to real-time web
documents

% May be alimit to the number of documents
storable in the pre-defined database

¢ Will not take advantage of the high quality

ranking that has been finely tuned in

Internet Search engines over decades of

use

Komeili et al., 2021, Internet-Augmented Dialogue Generation
Jiang et al. 2023, Active Retrieval Augmented Generation

Google I3 Bing

Input

Search results: D,

[1]: search results: Dy, Retriever

[2]: 1. =
2]: Search results: Dq3 Q
1] ...
[2]: ...
X

X Generate a summary about Joe Biden.

Y1 Joe Biden attended

42 [Search(Joe Biden University)]

Y2 the University of Pennsylvania, where he earned

q3 [Search(Joe Biden degree)] -/(13

Y3 alaw degree.
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PART 2: Architecture of RA-LLMs and Main Modules

O RA-LLM architecture overview

O Retrieverin RA-LLMs

O Retrieval results integration

Website of this tutorial O Pre/Post-retrieval techniques

O Special RA-LLM paradigms
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Retrieved Results Integration: Input-layer Integration

J REALM

I =| I=] |= | N
Retrieval Retrieved Results VAR f Generator @
Inpu1' EIQ | (Chunks/Documents/ Y L @ (LLMs)

Output
Tokens/Entities/..) utpu

Integrating the IMASK] z; [SEP] x | —3 LM — P(y|x,z) — Weighted aggregating
retrieved passage 1 _ 1 the prediction results
z and x the [MASK] 2, [SEP] x — —¥ P(y|x,2,) . based on all retrieved
original input passages

MASK] z, [SEP] x —}> _ > POlxz) Y PPy x.2)

ED

37
Guu et al. 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”



Retrieval-Augmented Generator

Typical encoder: p(v]x) Knowledge-augmented encoder:p(v|x, 2)

x: we paid 20 __ at the x: we paid 20 __ at the

: z: Buckingham Palace is home
Buckingham Palace gift shop Buckingham Palace gift shop i  to the British monarchy

explicit knowledge



Retrieved Results Integration: Output-layer integration

e EIQ Retrieval Retrieved Results ——
Input (Chunks/Documents/
Tokens/Entities/..)

Output

é Generator W
(LLMs) J

Generated Results

39



RA-LLM Architecture: Output-layer Integration

1 kNN-LM: Combining retrieved probabilities and predicted ones in generation

Training contexts Targets Context reps

Obama was senator for | lllinois ey - Context-based
Barack is married to | Michelle 74 | similarities Hawaii | 0.8

Obama was born in | Hawaii AN " .
llinois | 0.2 \

Obama is a native of | Hawaii

Hawaii | 0.6
lllinois | 0.2

Interpolation

Test contexts Targets Context reps
Hawaii |o0.2 /
?

Obama'’s birthplace is? .
lllinois | 0.2

Language
model prediction

40
Khandelwal el al. 2019. “Generalization through Memorization: Nearest Neighbor Language Models”



Retrieved Results Integration: Intermediate-layer Integration

e EIQ Retrieval Retrieved Results
Input (Chunks/Documents/
Tokens/Entities/..)
i Generator )
=) "L D |

@

Output

41
Borgeaud et al. 2022. Improving Language Models by Retrieving from Trillions of Tokens



Retrieved Results Integration: Intermediate-layer Integration

Regular Decoder

. l

Transformers blocks

42



Retrieved Results Integration: Intermediate-layer Integration

Decoder to incorporate retrieved results
(RETRO)
With retrieved results —> E1 E2 E3

X
ATTN
X, HEAD
RETRO blocks (xL

Chunked Cross Attention (CCA)

43
Borgeaud et al. 2022. Improving Language Models by Retrieving from Trillions of Tokens



Retrieved Results Integration: Intermediate-layer Integration

Encoded neighbors

Previous layer output H

44



Retrieved Results Integration: Intermediate-layer Integration

Encoded neighbors

CA(H", E))

CAH,", E,)

: Attending chunks :
Previous layer output H = ccaH,E) Next layer input

45



PART 2: Architecture of RA-LLMs and Main Modules

O RA-LLM architecture overview

O Retrieverin RA-LLMs

O Retrieval results integration

Website of this tutorial O Pre/Post-retrieval techniques

O Special RA-LLM paradigms
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Pre/Post-Retrieval Techniques

Retrieval Generation

Input W\ = v - Outtput
(Question) , Fo S

" (Answer)

Pre-retrieval process: to Post-retrieval process: to
improve the adaptation and select better results, merge
X effectiveness of the query L multiple ones, etc
* Query rewriting * Re-ranking
* Query decomposition ¢ Compression

* Query expansion * Correction

47



Pre-Retrieval Techniques

1 Query Rewriting: to improve the adaptation of the query

, Model EM F.
» E
Input Input Inljm Xampie HotpotQA
l ! Small PrLM Input: A Direct 3236 43.05
: Black-box LLM A What profession does Nicholas Ray and Retrieve-then-read 3047 41.34
Retriever Rewriter Rewriter oo LLM rewriter 32.80  43.85
l | | Trainable rewriter 3438 4597
pm——. L [—— ' Query s Que}y : Query: Nicholas Ray profession AmbigNQ
[ |/ I/ 77777777 | ¥ ¢ Query: Elia Kazan profession Direct 42.10 53.05
(i Doesmensi Web Search Web Search \ Retrieve-then-read 4580 5850
\ g R e e S .
R e el Retriever Retriever ' Elia Kazan was an American film and : LLM rewriter ; 46.40 58.74
l . v L 4 _______i ________ :E theatre director, producer, : Trainable rewriter 47.80 60.71
[ Saahakabtals , e /11 sereenwriter and actor, described ... PopOA
Black-box LLM | : ' Documents | " Documents | '\ ! Nicholas Ray American author and | Di opQ 41.94 44.61
Reader W | W | . director, original name Raymond . lre'Ct 5 :
\_ ‘r SN p e l 77777 | Nicholas Kienzle, born August 7, Retrieve-then-read 43.20 47.53
| 1911, Galesville, Wisconsin, USS..... | [ LLM rewriter 46.00  49.74
s Black-box LLM Black-boxLLM | Trainable rewriter 4572 4951
Reader Reader ( : —_—
Correct (reader ) director )
{ Vo Hit (retriever §) ) Works on different QA
Output Reward <« Output .
settin gs
48

Wang et al. 2023. “Query rewriting for retrieval-augmented large language models”



Pre-Retrieval Techniques

1 HyDE: Hypothetical Document Embeddings

___________________________________

Standard
search

Cavey | [ avey )

write a passage to answer the question @ ) B\
B T L Lo T e L e Ly AL S L L e et 3 How wisdom teeth are removed...

how long does it take to remove ‘ H D E = i - : Some ... a few minutes, whereas
wisdom tooth : y It usually takes between 30 : others can take 20 minutes or
minutes and two hours to \longer....

remove a wisdom tooth...
write a scientific paper passage to answer

the question
How has the COVID-19 pandemic impacted
mental health?

-

... two studies investigating
COVID-19 patients ... significantly
_higher level of depressive ...

...depression and anxiety had '
increased by 20% since the Contriever =
start of the pandemic... DAV

LLM

. ‘ QI7t0] g2 A8 7|52 o v dNSWers
write a passage in Korean to answer the 8002HH TS Ef LIEFHCE.. 2SS A AT|E BT
qzllest/onmdetall — O FAT AXHE 1428 4 Mo
QIZte oIX| 22 AHBHET}? 2 A2t Searc h

K Y A Y g V

Search
1. Generative task 2. Document-document similarity task
Y A 4

[ Results ] [ Results ]

e e e e e
N e o e e e e e - - - - - - - - - ————

___________________________________

Gao et al. 2022. “Precise zero-shot dense retrieval without relevance labels”



Pre-Retrieval Techniques

1 Query Expansion

LLM Prompts

Query: what state is this zip code 85282
Passage: Welcome to TEMPE, AZ 85282.
85282 is a rural zip code in Tempe, Arizona.
The population is primarily white...

Query: when was pokemon green released

kPassage:

Write a passage that answers the given query:

A

New query = original query + generated documents

gt = concat(q, [SEP], d)

Wang et al. 2023. "Query2doc: Query Expansion with Large Language Models”

Nettied i MS MARCO dev TREC DL 19
MRR@10 R@50 R@lk nDCG@I10
Sparse retrieval
‘ BM25 % 18.4 585 857 512

+ query2doc X 214  §53%8% gigtel ge2rd
BM25 + RM3 X 15.8 56.7 86.4 32
docT5query (Nogueira and Lin) v 27.7 75.6 94.7 64.2
Dense retrieval w/o distillation
ANCE (Xiong et al., 2021) v 33.0 - 95.9 64.5
HyDE (Gao et al., 2022) X - - - 61.3
DPRpert-base (our impl.) v 33.7 80.5 959 64.7

+ query2doc & /A WG ot st

Works for both sparse and
dense retrievers
50




Post-Retrieval Techniques

J Retrieved Result Rerank (Re2G)

¢ Results from initial retrieval can be greatly improved through the use of a reranker

*

% Reranker allows merging retrieval results from sources with incomparable scores, e.g., BM25 and neura
initial retrieval

—
<
m > 2
=D ANN TOp-K a L%
Query 3 (e Passages\l o Generator 3 »output
@< c 5
- 3 g
>
Regular RAG pipeline
~ ANN _
~ Index § L é
" " Top-N | Reranker ) Generator |-»{ 3 f»output
Query " BM25  Passages g Ed g,
I ~ Index S

RAG with Reranker

51
Glass et al. 2022. “Re2G: Retrieve, Rerank, Generate”



Retrieved Result Rerank (Re2G) Model

d Reranker: interaction model based on the sequence-pair classification

-
Top-K
| Reranker Passage Generator

a

= output

\

Aisnp ppy
vid
uonezijeulbiep

\ 4

Query [SEP] Passage [SEP]

52

Nogueira and Cho, 2019, Passage Re-ranking with BERT



Retrieved Result Rerank (Re2G) Performance

T-REx NQ TriviaQA FEVER WoW

R-Prec R@5 | R-Prec R@5 | R-Prec R@5 | R-Prec R@5 | R-Prec R@S5
BM25 | 46.88 69.59 | 2499 4257 | 2648 4557 | 4273 7048 | 2744 45.74

DPR Stage 1 49.02 6334 | 5664 6438 | 60.12 64.04 | 7549 84.66 | 3474 60.22
KGIp DPR | 65.02 7552 | 6465 69.60 | 60.55 63.65 | 80.34 8653 | 48.04 71.02
Re?’GDPR | 67.16 7642 | 6588 7090 | 6233 6572 | 84.13 87.90 | 47.09 69.88
KGIp DPR+BM25 | 60.48  80.06 | 36.91 66.94 | 40.81 64.79 | 6595 90.34 | 35.63 68.47
Reranker Stage 1 8122 87.00 | 70.78 73.05 | 71.80 7198 | 87.71 9243 | 55.50 74.98
Re’G Reranker | 81.24 8858 | 70.92 74.79 | 60.37  70.61 90.06 9291 | 57.89 74.62

Significantly outperforms pipelines without the Rerank stage

53
Glass et al. 2022. “Re2G: Retrieve, Rerank, Generate”



Post-Retrieval Techniques

(J Retrieved Result Compression

\/

** Toreduce the computational costs and also relieve the burden of LMs to identify relevant
information in long retrieved documents.

RECOMP during inference

Input query x

. & -=-»2010 X
- —Y Retrieved documents D RALM (749 tokens) Blackbox
when did they = — o R I X LR R TR S ST 13 = LM M - -» 2015
St_OP making the moved from Smyrna, Tennessee, -
| Nnissan xterra? ‘ to Nissan's facility in Canton, 7 [ o L T 7
N _/  |Mississippi. Early US models The Nissan Xterra is a 2015 @
include X, S and PRO-4X, witha || t---* » Compressor --*front-engine, 2-wheel or 4- RECOMP
|choice of 6-speed manual. .. wheel drive, five-door ... (58 tokens)
i ? Summary
Retrieve Compress Prepend

1 Compressor Learning Objectives

\/

%* Concise

\/

o+ Effective

«» Faithful

54
Xu et al. 2023. “RECOMP: Improving retrieval- augmented LMs with context compression and selective augmentation”



Retrieved Result Compression Performance

J QA tasks

NQ TQA HotpotQA
In-Context evidence #tok EM F1 # tok EM F1 #tok EM F1

- 0 2199 29.38 0 49.33 54.85 0 17.80 26.10
RA LM without compression

Top 1 documents 132 33.07 4145 136 57.84 6494 138 28.80 40.58

Top 5 documents 660 3939 48.28 677 6237 70.09 684 3280 43.90
Phrase/token level compression

Top 5 documents (NE) 338 23.60 31.02 128 5496 61.19 157 2220 31.89

Top 5 documents (BoW) 450 28.48 36.84 259 58.16 65.15 253 25.60 36.00

Extractive compression of top 5 documents

Oracle 34 6022 6425 32 7929 806 70 4180 51.07
Random 22 23927 21 .09 21 50 1R 5624 Al 21.00 20 RA
BM25 36 2582 3363 37 5467 61.19 74 2680 38.02
DPR 39 3432 4338 41 5658 6296 78 2740 38.15
Contriever 36 3006 3192 40 5367 6001 78  28.60 39.48
Ours 37 3657 4422 38 5899 6526 75  30.40 40.14

Outperforms representative sparse and dense retrievers

55
Xu et al. 2023. “RECOMP: Improving retrieval- augmented LMs with context compression and selective augmentation”



Post-Retrieval Techniques: Corrective RAG

4 Grading and correcting

(Node) (Node)

Q: What is Henry Q: Who was the screenwriter
Feilden's occupation? for Death of a Batman?
S n { Retriever J
E / ' Accurate Documents Inaccurate Documents
E Retrieve Grade No _— O — Answer, ‘ ‘
! (Node) (Node) . ~
:QueSt‘O'\ Q O O Any doc E {Hem'y Feilden \ fBatman (1989 ﬁlm)
| ETLavant T ! (Conservative politician): of the murder of Bruce
! . | Henry Master Feilden Wayne's parents. When
| O e O ! was an Conservative Hamm's script was
: ! P litician. .. itten, ...
! Re-write query Web Search : \ AR o\ /

Sz L

Politician.

___________________________________________________________________

Generator Generator 56
Yan et al., 2024, Corrective Retrieval Augmented Generation



Post-Retrieval Techniques: Corrective RAG

¢ .
Retrieval (" Ask: If retrieved Knowledge Refinement
Evaluator documents are -
5 strip,
: correct to X d, . B% e
) 7l m— > |k
d2 Decompose Filter stripy | Recompose
strip,
Correct \ 7,
Knowledge
. r 5
Correction Knowledge Searchin
Ambi
mbiguous K
.. Y
| : ! g: Death of a Batman; i|:> k, EI‘> K
(7 | screenwriter; Wikipedia ! =
Incorrect Rewrite;*====s===S====a==e= Web Select
Search K,
\ J
---------------------------- ﬁ L M- T . . - -
-
I
1l = | ! I 5™ !
: X i + kin + kex | : X : + kex
______________ ]
Generation @ I @
|

Generator 57



Post-Retrieval Techniques: Refiner

 Refiner: leveraging a single decoder-only LLM to adaptively extract query relevant
contents verbatim along with the necessary context

Downstream LM Output

User 'y With Refiner (-
- uery -
the

. 4 : ! According to the provided context,
Are North Marion High School and Seoul ! Seiione o i H Al S choc
I

' High School both located in the same country? is located in the United States, while
________________________________ Seoul High School is located in South
they all locate in the U.S. Korea. They are in different countries.
V_
. ( Relevant Documents ) :

Retrieval 7@ Refiner
Py, Wheion High Sehool 6rWHS e pub S =— ( Extract and Structure ) ________ .
1 . s I \

| | ) | l
= Seoul High School( Hangul 412 315 5 37) 7s & public i X | End-to-End Extract and Section Query-Relevant |
1L -5 972 1 A a - a 1

:l high school located in the heart of Seoul, South Korea. :""“ -~ S \Contents by Distinct Information: !
_______________________ =
1 1 o~ 1
i : | 1.1.%5eoul High School :
I : . Seoul High School( Hangul: A1 &% % 1) is a public 1
: 1 X i high school located in the heart of Seoul, South Korea. :
1 ! | 1
LA s o AT T R e S e S e T S ! 1 i . .. !
:( North Marion High School (West Virginia) ‘I: 1 1.2. North Marion High School (West Virginia) :
|: North Marion High School is a public Double A ("AA") ! : wNorth Marion High School is a public Double A ("AA”)
:I high school in the U.S. state of West Virginia, witha _.--1 high school in United States of West Virginia. :
R current enrollment of 851 students... ‘-Jl,__ o P N /
e —— I e P L s P s P e e -
B T T e 4 58

Li et al., 2024, Refiner: Restructure Retrieval Content Efficiently to Advance Question-Answering Capabillities



PART 2: Architecture of RA-LLMs and Main Modules

O RA-LLM architecture overview

O Retrieverin RA-LLMs

O Retrieval results integration

Website of this tutorial O Pre/Post-retrieval techniques

O Special RA-LLM paradigms
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Beyond Standard Pipelines and Components?

{ "Which country :
' won the :

___________

Women’s World “Spain
_Cup2o23” ;o
Input Quitput
(Question) (Answer)

More?

60



Special RAG Pipeline: Self-Reflective RAG (SELF-RAG)

1 General Retrieval-Augmented Generation (RAG)

In put ’\:> Prompt How did US states get their names?

Step 1: Retrieve K documents

o Of the fifty states, eleven are named
after an individual person.

. ﬁ Popular names by states. In Texas,
Retrieval q o Emma is a popular baby name.
Retriever o Qaliforpia was nsmed after a fictional
island in a Spanish book.

Step 2: Prompt LM with K docs and generate

Retrieved result :
int fi :: > Prompt How did US states get their names? + ooo Retrieval-enhanced
integration generation results are

US states got their names from a variety of not necessarily useful or
sources. Eleven states are named after an

|
Generation \’:I'> %—)individual person (e.g. California_was named helpful.
LM

after Christopher Columbus). Some states
inclu/ ing Texas Utah, are named after
[ Contradictory erican tribe| No information in passages]

61

Asai A, et al.2023. “Self-rag: Learning to retrieve, generate, and critique through self-reflection”



SELF-RAG Overview

Prompt How did US states get their names? Step 1: Retrieve on demand
% —> US states got their names from a variety of sources. { i | q
Step 2: Generate segment in parallel o e o

Prompt + o Prompt + o Prompt + o
2 2 2
RERa e Irelevant | Texas is named - California’'s name has its

. ; ; rigins in 16th-cent novel
COme O Persens. _ after a Native American tribe. . 2 Ttk F‘TV o
Las Sergas de Esplandian. § partially

Step 3: Critique outputs and select best segment

- OmmEm] > @ mmm > @ o=

'¢
1 US states got their names from a variety of sources. 11 of 50
—> !Ret”eve —> Repeat.... —
, states names are come from personsg 26 states are named

after Native Americans, including Utah.
....................................................................................................................................... 62




Key Technical Design in SELF-RAG

4 Critic Model Training

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor
to the coastal town of Santorini. The azure waters, of King Louis XIV of France and Georgia was named after King George I.

charming white-washed building are unforgettable.
@ Critic LM q q Retriever

Auament utput: | Retrieve <p>0f the fifty states, eleven are named after an individual person</p>.
Augmented Output: My best summer 9 e SdOp L,,....., o o : N i
vacation was a magical escape to the coastal town of | Supported | ‘ Retrieve l o <p>LOUISIANA: Named in
Santorini. | No Retrieval | The azure waters, charming white- (Relevant{ For instance, Louisiana was named after King Louis XIV, and
WaShed bUI|dIng are Unforgettab|e eXperience. M.‘? il: 5 Georgia was hamed af-ter K|ng George 1. i

1 Four types of reflection tokens used in SELF-RAG

Type Input Output Definitions

z/z,y {yes, no, continue} Decides when to retrieve with R

By d {relevant, irrelevant} d provides useful information to solve .

x,d,y {fully supported, partially  All of the verification-worthy statement in y
supported, no support} is supported by d.

x, Y {5,4,3,2, 1} y is a useful response to .
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SELF-RAG Algorithm

Algorithm 1 SELF-RAG Inference

Require: Generator LM M, Retriever R, Large-scale passage collections {d1,...,dn}
1: Input: input prompt x and preceding generation y_,, Output: next output segment 7
2: M predicts given (z,y<¢)

3: if [Retrieve] == Yes then

4: Retrieve relevant text passages D using R given (z, ;1) > Retrieve

5 M predicts given x, d and y; given x, d, y.; foreachd € D > Generate

6: M predicts and given x, yy, d for each d € D > Critique

7 Rank y; based on [IsReL], [IsSur], [IsUsE] > Detailed in Section|3.3

8: else if == No then

9: M gen, predicts y; given > Generate
10: M gen, predicts given x, yy > Critique
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Special RAG Pipeline: Recursively Answer

 Chain-of-Thought + RAG

\/

** One-step retrieve-and-read approach is insufficient for multi-step QA
s  What to retrieve depends on what has already been derived, which in tern may depend on what
was previously retrieved

e —'—j]
] = {} t---- > E @ -==> Answer
J\__/ Documents e e gt
/,7 Vectorstore o
ri — LT
Question ':—_:_-—--> QA -----1 {}t----> E_ @ - = > Jnswer
~~‘\ Documents e -7
5 Vectorstore g
N R e
m———
B v 13 }---- > |= @ --> Answer
——— Documents
Vectorstore
Zhou, et al.2023. “Least-to-most prompting enables complex reasoning in large language models” 65

Trivedi, et al. 2023. “Interleaving retrieval with chain-of-thought reasoning for knowledge-intensive multi-step questions”



Interleaved Retrieval guided by Chain-of-Thought (IRCoT)

@

Who wrote the 1970 international hit song that Murray Head is most recognized for?

Ozéed

IRCoT
Interleaved Retrieval guided
©o by Chain-of-Thought Reasoning

The 1970 international hit song that
Murray Head is most recognized for
is "Super Star"

"Super Star" was written by
Andrew Lloyd Webber and Tim Rice.

So the answer is:
Andrew Lloyd Webber and Tim Rice.

Retrieve (Q) —

\ 4

T1 « Reason (Q, [E, (b )

Retrieve (T1) —

A 4

T2 — Reason (Q, [E/+[E), T1)

Retrieve (T2) —

>

T3 — Reason (Q, [E+ [E+[E, T1+T2)

Retrieve( @ )
©— Q—

v

e

Bl + B

Reason( @ , @)

Wikipedia Title: Mack Rides
Mack Rides GmbH & Co KG, also ...

Q: In what country was

Lost Gravity manufactured?

A: The Lost Gravity was manufactured by Mack
Rides. Mack Rides is a company from
Germany. The answer is Germany.

Wikipedia Title: Murray Head

Murray Seafield St George Head ..

Wikipedia Title: Most Beautifullest Hits
The Most Beautifullest Hits is ...

Q: Who wrote the 1970 international hit .. @

A: The 1970 international hit song that

Murray Head is most recognized for @

is "Super Star". "Super Star" was written
by. Andrew Lloyd Webber and Tim Rice.

Trivedi, et al. 2023. “Interleaving retrieval with chain-of-thought reasoning for knowledge-intensive multi-step questions”

66



IRCoT Performance

d QATask
One-time Retrieval }
[ Without Retrieval IRCoT
100 = 100 =
Flan-T5-XXL NoR QA [l OneR QA [l IRCoT QA NoR QA [l OneR QA [l IRCoT QA
80 - 80 -

60 = 60 =

10 =

10 =

20 20 1

0-
HotpotQA 2WikiMQA MuSiQue [IRC HotpotQA 2WikiMQA MuSiQue IIRC
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Tutorial Outline

O

O O ©® ©

Part 1: Introduction of Retrieval Augmented Large Language Models (RA-
LLMs) (Dr. Wenqi Fan)

Part 2: Architecture of RA-LLMs and Main Modules (Dr. Yujuan Ding)
Part 3: Learning Approach of RA-LLMs (Liangbo Ning)
Part 4: Applications of RA-LLMs (Shijie Wang)

Part 5: Challenges and Future Directions of RA-LLMs (Dr. Wengqi Fan)

Website of this tutorial
Check out the slides and more information!




