Tutorial Outline

Part 1: Introduction of RecSys in the era of LLMs (Dr. Wengi Fan)

Part 2: Preliminaries of RecSys and LLMs (Dr. Yujuan Ding)

Part 3: Pre-training paradigms for adopting LLMs to RecSys (Dr. Yujuan Ding)
Part 4: Fine-tuning paradigms for adopting LLMs to RecSys (Liangbo Ning)

Part 5: Prompting paradigms for adopting LLMs to RecSys (Shijie Wang)
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Part 6: Future directions of LLM-empowered RecSys (Dr. Wengi Fan)

Website of this tutorial :>
Check out the slides and more information!




PART 4: RecSys Fine-tuning

® Fine-tuning in NLP
O Pre-training then fine-tuning

O Parameter Efficient Fine-tuning (PEFT)
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} Fine-tuning in NLP & &
d Whatis Fine-tuning and Why Fine-tuning?

/7

¢ Gaps between the pre-training tasks and downstream tasks still exist

\/

% Fine-tuning means training pre-trained LLMs on downstream tasks to fit the requirements

Recommendation-
corpus is required

Oh, that's sequential recommendation!
The answer should be B4453.

@ | think | am good enough at

2?2
recommendation! } Aac- P
o ;

General Pre-training ]

B3210, B1731, B8471, B8347, }

After Fine-Tuning
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I Fine-tuning in NLP: pre-train then fine-tune & B

 Typical "pre-train then fine-tune” strategies
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"Recent advances in natural language processing via large pre-trained language models: A survey.” ACM Computing Surveys 56.2 (2023): 1-40. é



I Fine-tuning the pre-trained language model (PEMES

 This approach fine-tunes some or all the layers of the PLM and then adds one or two
simple output layers (known as prediction heads).
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Masked Sentence A Masked Sentence B Question Paragraph
. 2 . »
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

"Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint arXiv:1810.04805 (2018).
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"Bert: Pre-training of deep bidirectional transformers for language understanding.” arXiv preprint arXiv:1810.04805 (2018). @




I Fine-tuning in NLP: Fine-tuning the PLM & K

J Customized Models

’0

% Some tasks require significant additional architecture on top of a language model.
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“"Incorporating BERT into Neural Machine Translation.” International Conference on Learning Representations.
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I Fine-tuning in NLP: Q/,(g} =
Parameter Efficient Fine-tuning (PEFT)

d What is Parameter Efficient Fine-tuning (PEFT)?

\/

% AsLLMs scale up to billion weights, consumable GPUs like 3090 and 4090 gradually fail to contain all

the weights in their memory

\/

% Parameter Efficient Fine-tuning aims to save GPU memory and boost training

0 Why PEFT?

\/

% Making fine-tuning feasible for consumable GPUs

\/

% With major parameters fixed, it might relieve the problem of catastrophic forgetting

9
"Recent advances in natural language processing via large pre-trained language models: A survey.” ACM Computing Surveys 56.2 (2023): 1-40. @




| Fine-tuning in NLP: PEFT & B

 Fine-tuning a separate, small network that is tightly coupled with the PLM.
 Selecting only a small number of the PLM’s weights to fine-tune or keep.
O Introduce additional low-rank trainable parameters, which are integrated with the

original model.

(a) Additive PEFT (b) Selective PEFT (c) Reparameterization PEFT

Output Output Output
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10
"Parameter-efficient fine-tuning for large models: A comprehensive survey.” arXiv preprint arXiv:2403.14608 (2024). @



I Fine-tuning in NLP: Prefix-tuning & K

(d Freezes the Transformer parameters and only optimizes the prefix (the red prefix
blocks)

Fine-tuning

Transformer (Translation)
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Transformer (Table-to-text)

LR LR

name Starbucks type coffee shop [SEP] Starbucks serves coffee

(T,f,{g‘;i,’i‘on) Input (table-to-text) Output (table-to-text)
Prefix Prefix-tuning

(Summarization)

Prefix

(Table-to-text) Transformer (Pretrained)
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Input (table-to-text) Output (table-to-text)

"Prefix-Tuning: Optimizing Continuous Prompts for Generation.” ACL. 2021.



I Fine-tuning in NLP: PaFi &

1 Select model parameters with the smallest absolute magnitude as trainable

O
bottom-k O
—_—

O

O fine-tune
e

"Parameter-Efficient Fine-Tuning without Introducing New Latency." ACL. 2023.



} Fine-tuning in NLP: &
Low-Rank Adaptation of LLMs (LoRA)

 Fine-tuning a 7B model needs 7,000,000,000%8/1024"3 =52GB GPU memory
1 LoRA only fine-tunes the feed-forward networks (FFNs)

\/

% Making it possible for consumable GPUs to train 7B and even 13B LLMs
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"Lora: Low-rank adaptation of large language models." arXiv preprint (2021).



] Fine-tuning in NLP: UNIPELT & B

 Integrate multiple PELT methods and controls them via a gating mechanism

rAdapter

E 5
g +
> >:
. J

hey
»[ Add & Norm

Feedforward

»| Add & Norm

il

Multi-Head Attention

| ] ]
I

Prefix-tuning
Q K PV
S @ [

LoRA
+ <—| +

R .
@ wo 2 [w ] [w,
1

b

"UNIPELT: A Unified Framework for Parameter-Efficient Language Model Tuning.” ACL, 2022.
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I Fine-tuning with Reinforcement Learning Q@b

N\
@ Reinforcement Learning based on
Human Feedbacks (RLHF)

\

Proximal Policy Optimization (PPO)
/
. Direct Preference Optimization (DPO)

/ B




Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

!
Y

e}

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity. Explain war...

Step 3

I Fine-tuning with Reinforcement Learning: RLHE®

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

"Deep reinforcement learning from human preferences.” Advances in neural information processing systems (2017).

™

Write a story
about frogs

Once upon a time...

|

Y
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I Fine-tuning with Reinforcement Learning

N\
@ Reinforcement Learning based on
Human Feedbacks (RLHF)
\

@ Proximal Policy Optimization
(PPO)

|
& Direct Preference Optimization
(DPO)
/ 5
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I Fine-tuning with Reinforcement Learning: PPO%® &

Prompt
Dataset

~ LM < PPO

“‘Adogis...” \ 4 A

N

“...man’s best friend”
' Reward |
Ll\ MOdEl /'[

\\ 4

RLHF

Iterationn

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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} Fine-tuning with Reinforcement Learning: pPo%® Ei

Initialize PPO with Instruct LLM

Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learning: pPo%® Ei

PPO Phase 1: Create completions

Prompt
A dog is

Completion

/ Instrb a furry animal

. LM

\ / Prompt
\\——/ This house is
Completio
Phase 1 R
Create completions

very ugly

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO

Ve

Experiments

to assess the
outcome of the
current model,

e.g. how
helpful,
harmless,
honest the
model is

22




| Fine-tuning with Reinforcement Learning: PPO%

Calculate rewards

Prompt Prompt
— A dog is — This house 1is
Completion Completion
[Ta furry animal | very ugly
y /’"_»“\\ y o \\
R';elw:r:i | 1.87 SR Reward 194
et 4 - Model |
~_— . 4

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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I Fine-tuning with Reinforcement Learning: PPO%® &

Calculate value loss

Prompt

_ Value
A dog 1is lose
Completion l T 2

1
VF|__ t _
a furry... L _5 ‘/9(8)_ § :Wrt|80—8
t=0 2

Estimated Known
future total reward future total reward

1.23 1.87

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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| Fine-tuning with Reinforcement Learning: PPO% &

PPO Phase 2: Model update

" Instruct

/Upd ab\

g TV

Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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I Fine-tuning with Reinforcement Learning: PPO® B

PPO Phase 2: Calculate policy loss
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AR min( 0(a: | 5t -A,.clip( g (% | 51))~1 €-1+€> ‘At>

ﬂ-()nltl ((It ‘ Sf) 7T()(,](] ((I’f ‘ St

26
https://www.coursera.org/lecture/generative-ai-with-llms/optional-video-proximal-policy-optimization-1iZ]JO @
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I Fine-tuning with Reinforcement Learning: PPO%® &

PPO Phase 2: Calculate entropy loss

ENT .
LPNT — entropy (o (- | 51))
Low entropy: High entropy:
Prompt Prompt Prompt
A dog 1is A dog 1is A dog 1is
Completion Completion Completion
A dog 1is A dog 1is A dog 1is
a domesticated a small carnivorous is one of the most
carnivorous mammal mammal popular pets around

the world

27
https://www.coursera.org/lecture/generative-ai-with-llms/optional-video-proximal-policy-optimization-1iZ]JO @



I Fine-tuning with Reinforcement Learning: PPO%R

PPO Phase 2: Objective function

Hyperparameters

/

LPPO _ LPOLIC’Y 4 ClLVF + CQLENT

y 7 9 wLW ¥,
Y Y Y

Policy loss Value loss Entropy loss

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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I Fine-tuning with Reinforcement Learning: PP &

Replace LLM with updated LLM

e Pl
'/ \\\ "/ \\\
' Updated | " Updated 'al
LM M
\‘ \\\\— ) _»_.J_‘/// \\\ ) _//
Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO
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| Fine-tuning with Reinforcement Learning: PPO%> [

After many iterations, human-aligned LLM!

<5 .,

" Human-
- aligned
Gy
N
Phase 1 Phase 2
Create completions Model update

https:.//www.coursera.org/lecture/generative-ai-with-Illms/optional-video-proximal-policy-optimization-1iZJO



I Fine-tuning with Reinforcement Learning Q"f&

@ Reinforcement Learning based on
Human Feedbacks (RLHF)

Proximal Policy Optimization (PPO)

& Direct Preference Optimization (DPO)




I Fine-tuning with Reinforcement Learning: DPO

Aggregation over Shift in preferred
Policy to optimize preference data completion

‘CDPO(T‘-Q; Wref) — _E(wayw,yl)’\’D [log o (5 1Og % B IB IOg Wiif(éyylllla;)))]

Reference policy Logistic function Shift in dispreferred
(used to control behavior of LLMs) completion
Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
x: “write me a poem abou x: “write me a poem about
th<;c historypofjazz" ' label rewards the history of jazz”
7~ N\
— |>|=,| —> reward model LM policy = ==/ — final LM
E - ; o W
reference data i [ :
P rrlax!mum sample completions preference data maximum
likelihood reinforcement learning likelihood

32
"Direct preference optimization: Your language model is secretly a reward model." arXiv preprint (2023).
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| TokenRec

4 Fine-tuning LLM-based RecSys with SFT
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"TokenRec: Learning to Tokenize ID for LLM-based Generative Recommendation." arXiv preprint arXiv:2406.10450 (2024).




I GIRL

d Multi-steps of Fine-tuning with SFT and RL

Step 1 - Supervised Fine-tuning
Collect matched data, and train a supervised generator.

% Matched 8

[ Job Position ]
Senior Engineer

[ Education Experience ]
XX University, 2014~2017
Computer Science, Master

Sample the XX University, 2010~2014 [ Responsibility ]
matched CV-JD Computer Science, Bachelor Develop and maintain our

web applications using
pairs as the [ Work Experience ] modern front-end

Company A, 2018~2023
Senior Engineer
XXXX

. technologies

training data ]
[ Job Requirements ]

5+ years of experience in

[ Skills ] front-end development

Input CV Target JD
Construct prompt Prompt Template
with manual

designed template

Fine-tune LLM
with supervised
learning

LLM based Generator

Step 2 — Reward Model Training
Collect comparison data, and train a reward model.

[ Education Experience ]
XX University, 2010~2014
Bachelor

[ Work Experience ]
Company A, 2018~2023
Senior Engineer, XXXX

Matched (9 b @ Mismatched

Select the
positive and
negative pairs

[ Job Position ] [ Job Position ]
Senior Engineer Engineer

[ Responsibility ] [ Responsibility ]

Develop our web Learn from and collaborate
applications using modern with senior front-end
front-end technologies engineers

Use the reward
model to predict the

Reward Model

matching scores

Train the model by
the ranking loss

Ranking loss

"Generative job recommendations with large language model." arXiv preprint (2023).

Step 3 - PPO
Refine the generator using reinforcement learning.

[ Education Experience ]
XX University, 2010~2014
Bachelor

[ Work Experience ]
Company A, 2018~2023
Senior Engineer, XXXX

Sample a new CV
to construct the

prompt data

Prompt

Generate a JD by

the policy LLM based Generator
generator
[ Job Position ]
Engineer
[ Responsibility ]
Assist in developing and P
maintaining our web 7]
applications using modern E
front-end technologies o
(a4
Calculate a
reward for the Reward Model
generated JD

Update the policy
generator using PPO

35




GIRL

d Multi-steps of Fine-tuning with SFT and RL

/7

¢ Train a generator with the casual language model pre-training task

Step 1 — Supervised Fine-tuning

Collect matched data, and train a supervised generator. (Human: A
Please generate a suitable job description based on the curriculum vitae
of the following candidate:

Matched Basic information: The candidate is a 27-year-old female with a
Q bachelor's degree, majoring in Software Engineering.
U ¢ personal profile:

1. She has research experience in the field of data processing and
computation, and development experience with components from

i;ﬂﬁ:i:i:?tsxp;giiiggl; geﬂ?irpg:;:\ge]r] ElasticSearch, Hbase, and the Flink ecosystem.
Computer Science, Master 2. She possesses strong abilities to read and understand source code,
Sample the XX University, 2010~2014 [ Responsibility ] having reviewed core source code from JDK8, Spring, Spring Boot,
matched CV-JD Computer Science, Bachelor Develop and maintain our and Netty.
web applications using _— 10 Pr C J
pairs as the [ Work Experience ] modern front-end Assistant: l Sft p— g ) Z ,
Company A, 2018~2023 technologies YN
training data Senior Engineer Job title: Java Developler
XXXX [ Job Requirements ] Salary range: 25k-40k* 15 l .
5+ years of experience in Responsibilities: J
[ Skills ] front-end development 1. Support the recommendation product and algorithm departments,
s rapidly iterate daily needs, complete effect analysis and continuous
improvements. - — 1 g PI‘ . . C z g
Input CV Target JD 2. Track industry developments, timely introduction of external O UZ v <19 Y Y Y
Construct prompt Prompt Template éﬁvanced experiences. 1
R Qualifications: —
with manual — 1. Proficient in Java programming basics, with excellent abilities and ?
designed template _ experience in Java IO and multithreading programming.

2. In-depth understanding of JVM, JVM tuning experience, and
experience with distributed systems and concurrency scenarios are
preferred.

P 3. Proficient in applying mainstream development frameworks and

Flhe tune LL.M open-source systems such as Spring Boot, MyBatis, MySQL, Redis, ES,

with supervised LLM based Generator Kafka, etc. o ' S

learnin 4. Good stress resistance, communication, learning, collaboration skills,

g and a strong sense of responsibility.
5. Prior experience in recommendation/search engineering
\_ development in Internet companies is preferred. )

36
"Generative job recommendations with large language model." arXiv preprint (2023).




I GIRL

d Multi-steps of Fine-tuning with SFT and RL

% Train a reward model U that can predict the matching score between a CV-JD pair

Step 2 — Reward Model Training

Collect comparison data, and train a reward model.

Matched
Select the
positive and
negative pairs

[ Education Experience ]
XX University, 2010~2014
Bachelor

[ Work Experience ]
Company A, 2018~2023
Senior Engineer, XXXX

Mismatched

[ Job Position ]
Senior Engineer

[ Responsibility ]
Develop our web

front-end technologies

applications using modern

[ Job Position ]
Engineer

[ Responsibility ]

Learn from and collaborate
with senior front-end
engineers

Use the reward
model to predict the
matching scores

Train the model by
the ranking loss

Ranking loss

(J;)>

Reward Model

"Generative job recommendations with large language model." arXiv preprint (2023).

Lomt = logo(U(C,JT) —U(C,J7)),

37




I GIRL Y 8%

d Multi-steps of Fine-tuning with SFT and RL

’0

* Improve the alignment between the generator and the recruiter feedback acquired by the
reward model through reinforcement learning

Step 3 - PPO
Refine the generator using reinforcement learning.

[ Education Experience ]

)B(X gnj;versity, 2010~2014 1
Sample anew CV. | Luerk Eorionce | B = )~ min (CE(Uz’,j)aia CliP(CE(Uz’,j))ai)

to construct the Senior Engineer, XXXX |jr|
)

prompt data v; €T
Prompt
Generate a JD by
) _ . c(por 2
the policy LLM based Generator £cm = (’]"z — Z/{ (CZ y _))
generator
E Jc_)b Position ] P C ga
ngineer
r(vi|vi < )
[ Responsibility ] CE(/U ) P — ‘] Z’<'] ! !
Assist in developing and " J - Y
g o | Pr(vjlvi, <4, C,G)
front-end technologies —
o=
Calculate a C r
reward for the Reward Model a, =Tr; — Z/{ ( 79 _) .
generated JD
Update the policy 0.5

generator using PPO

38
"Generative job recommendations with large language model." arXiv preprint (2023).




l TransRec

4 Fine-tuning LLM-based RecSys with Cross-Modal Data

D Visual Item Encoder
ResNet-18

Stage 1 Optimization
A

£\

Textual Item Encoder

BERT

Stage 2 Optimization
A

N
user emb.

t t t t

[ User Encoder

1

item emb. + pos.emb. | 11 11 11 11

{ i { {
MDD\ AD AL /

A

user sequence
A C = R CRE R

N

|- -—.~ . _ preference prediction

]

N T,

<
-

Fine-tuning

Transfer to Target Domains

item emb. | | | |

1
£ AL\

sampled items é 'é

(a) Pre-training on Source Domain

"Transrec: Learning transferable recommendation from mixture-of-modality feedback.” arXiv preprint (2022).

Fine-tuning

by
Concating Features

&

:_'\'Q

M o =

items with modality content

User Encoder

User Encoder

Vel X

items with modality content & other features

(b) Fine-tuning on Target Domains

39
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} M6-Rec & K

1 Option Adapter Fine-tunes LLMs

p(y=0) p(y=1) Attention Mask
f } bidirectional
. o " Softmax Layer | option1 | option 2 000 00000 000000
rewsepammeten. P T T ——— | |000 00000 000000
= = —~\ (00O 00000 000000
- 000 00000 oooooo
Transformer“L.ayerLofMG 000 00000 000000
— | O00 00000 000000
[ [ Transformer Layer 2 of M6 000 88888 888888
000
\
1 Transformer Layer 1 of M6 000 00000 000000
e Lo T T T T T T T T T T T T (000 00000 000000
L +EmbofPos1to3 i +Embeddingsof Position4to8 i .+Embeddingsof Position9to14 | .} |558 oo000 oooooo
prompt1 | option 1 option2“ [Bos’] | buy | baby |shoes| [E0s’] I Bos] | may | buy | baby | food | [E0s] ‘ 888 88888 888888

: . y . . g . . v, o l='—
Trainable Embeddings Bidirectional Region Autoregressive Region autoregressive

42
"M6-rec: Generative pretrained language models are open-ended recommender systems.” arXiv preprint (2022). é
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(J LoRA Fine-tune LLMs

Historical Sequence |. Like I' Dislike HiStOfV Rec Instruction : |. Or l' ?
Sequence
0o e o of a6
L A | I /LI o
New Item .
New ltem Recommend
’D l. Or l' Feedback Rec Output: Feedback I. Or |'
Rec
~\ Tuning
Lightweight Finetune TALLRec Framework Samples
A=
LoRA ~ ' 2% -
nstruct fg Rec
ﬂ e ! Tuning (<3 Tuning
Input . LLM Output T A
.

43

"Tallrec: An effective and efficient tuning framework to align large language model with recommendation.” RecSys (2023).
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J LoRA Fine-tune LLMs

i l Preference
ELEA-EA

Seng

History ‘__I
Sequence | = 8

Hierarchical Summarization Paradigm

I 1

1 1

1 1

1 1

: LLM-based :

| Summarizer 1

1 N 1

: — f] Concat. f\ f__‘ :

! = = =Q eee |— !

1 1

: Summary 1 p p p gummaw N :

: LLM-based LLM-based LLM-based LLM-based :

1 Summarizer Summarizer Summarizer Summarizer |

LLM-baSCd * -—— : i i i | i :
. - 1 -— -— __ XX ) -— 1
Summarizer 0 ! 8 8 =8 I: p=¥ !
T : Block 1 Block N :
: :

1 1

1 1

1 1

1 1

1 1

\ !

o

History ‘__I
Sequence | = 8

Recurrent Summarization Paradigm

A 7/

-

""""""""""""""""""""""""" 44
"Harnessing large language models for text-rich sequential recommendation.” Proceedings of the ACM on Web Conference (2024)

\
History — Cut-off — LLM_based Y /N /,::::::_'::::::::::::::::::::::::::::::::::::_\\
- —_— |- —] §>I<§ es/ No :
Sequence - - 8 Recommen der : Summary 1 Summary 2 Final Summary :
— 1 — — — 1
! e — b M — !
1 I | % V% 2
0 Supervised Fine-tuning | 1 i i |
! LLM-based LLM-based LLM-based !
h 1 Summarizer Summarizer Summarizer 1
| T T T :
1 — — — 1
User Item | - Block 2| = oo y '
; 2 B 8
: Block 1 Block N :
| |
1 1
1 1
1 1
1 1
1 1
1 1
\ 1




} GLRec

(J LoRA Fine-tune LLMs

( GLRec S r————————- [ )
d Y 4 3 I I
AREN Heterogeneous -5 N N | Profile! “
! \\ Behavior Graph 3 I = & | | rofile)
|| Job Seeker I = I 5 = | : |
- R INENINIGINE ek um D&
D 2 ) & |$| < |:> = | =
. - O ) I:> 2 | § N N . Task ¢ m
> tatemctn. g e B y(( [+ [T+
- - Q I 5' —+
<_2> Meta-path ~—--xT T g | B =1 | Weighted Path Embedding
| = | L _Meta-path_ _| + Instruction Tuning
\ Hybrid Prompt Embedding )
( --—— T~ - ) 4
R ’O V'Q =~ N Meta-path Prompt IEI ) | Weight )
\ !
‘\-__ED’ (] (1) [EEE] 2) Q[
interview message — LLM I
C1 > j1 > Cp [MEE] (2) Random [MEME] (3) —_— Token T & [
~ Q7 bedding
¢, interviewed for position j;. This Path Prompt EI 3) IEl ) Path Prompt _)| ® D—
1 P J1 p TV 3
position discussed with a job seeker c, of Job Seeker N v J of Job Seeker
< X 1 A
( Prompt Constructor ) U Shuffle Mechanism ™ tmes ) | Path Soft Selector )

"Exploring large language model for graph data understanding in online job recommendations.” Proceedings of the AAAI Conference on Artificial Intelligence (2024)




Tutorial Outline

Part 1: Introduction of RecSys in the era of LLMs (Dr. Wengi Fan)

Part 2: Preliminaries of RecSys and LLMs (Dr. Yujuan Ding)

Part 3: Pre-training paradigms for adopting LLMs to RecSys (Dr. Yujuan Ding)
Part 4: Fine-tuning paradigms for adopting LLMs to RecSys (Liangbo Ning)

Part 5: Prompting paradigms for adopting LLMs to RecSys (Shijie Wang)

O ®© ®© 0 0 ©

Part 6: Future directions of LLM-empowered RecSys (Dr. Wengi Fan)

Website of this tutorial :>
Check out the slides and more information!




PART 5: RecSys Prompting

® Prompting
O In-context Learning (ICL)

Q O Chain-of-Thought (CoT)

— O PromptTuning

\\_') O Hard prompt tuning

O Soft prompt tuning

Presenter
Shijie WANG O Instruction Tuning
HK PolyU O Full-model tuning with prompt

O Parameter-efficient model tuning with prompt

B



& B

| Brief Ideas of Prompt X B

d Anintuitive prompt design for ChatGPT

ChatGPT
Prompt Formula

0- Ignore the previous prompts in this conversation. You are an experienced content writer with
high levels of expertise and authority within the tech industry. Your task is to write content that

Instruction

will be published online on websites, social media, email newsletters, and in advertisements.
Your writing style is informative, friendly and engaging while incorporating humor and real-life
examples. | will provide you with a topic or series of topics and you will come up with an

engaging article outline for this topic. Do you understand? <

Clarify

Rewrite using more natural, expressive language and include some examples to accompany

Refine this information )

ChatGPT for Gmail é
48

https://blog.cloudhg.net/how-to-write-chatgpt-prompts-for-email/



I What & Why Prompt & B

A text template that can be applied to the input of LLMs

)
°\

Why prompting than pre-
training or fine-tuning?

© Pre-training & Fine-tuning
% Retraining LLMs for downstream transfer requires large task-specific datasets and costly parameter
updates.

© Prompting
% Prompt makes it possible for downstream tasks to take the same format as the pre-training
objectives during the inference stage, requiring no new parameters.

B




I What & Why Prompt & B

A case comparison of pre-training, fine-tuning, and prompting

great MLM | .
terrible v/ head

1o label:positive

utterly v/ label:negative v/
X Vocab V X VocabV X Label space
[[CLS] it's a| [MASK]| movie in every regard , and | [MASK]| painful to watch . [SEP]] [ [CLS]| No reason to watch . [SEP] }
(a) MLM pre-training (b) Fine-tuning
MLM | _ | great (label:positive)
head (label:negative) v/
' Label mapping M())
[ [CLS] No reason to watch . It was [MASK]|. [SEP] A fun ride . It was great . [SEP] The drama discloses nothing . It was . [SEP] J
F——— Input it Template — F— Demonstration for label:positive it Demonstration for label:negative i

(c) Prompt-based fine-tuning with demonstrations (our approach)

"Making pre-trained language models better few-shot learners.” ACL (2021).



. o Ve
| Prompting Sl 5§
1 Keep LLMs frozen and adapt LLMs to downstream tasks via task-specific prompts

\/

% Prompting designs a text template called prompt that can be applied to the input of LLMs.

Model Tuning Prompt Design
(a.k.a. “Fine-Tuning") (e.g. GPT-3)
4 Y B
Pre-trained Model Pre-trained Model
¢ Tunable é #* Frozen
o J &
R
HEEEEEN el (L[ [ [ [ [}
Input Text Engineered| Input Text
Prompt D

V/4

e.q., "Will the user __ buy item __?"c

51
“The Power of Scale for Parameter-Efficient Prompt Tuning” EMNLP (2021). @
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O In-context Learning (ICL)
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O Prompt Tuning

O Hard prompt tuning

O Soft prompt tuning
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l In-context Learning (ICL) & B

O Elicits the in-context ability of LLMs for learning (new or unseen) downstream tasks
from context during the inference stage.

\/

% Task Descriptions: natural language instruction of task.

\/

% Prompt: natural language template of task.

\/

% Examples: input-output demonstrations of task.

Zero-shot Few-shot

The model predicts the answer given only a natural language In addition to the task description, the model sees a few

description of the task. No gradient updates are performed. examples of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prosapt
"Language models are few-shot learners.” NeurlPS (2020)



I Insights on ICL in RecSys ¢

oX(G)- Teach LLMs to Act as RecSys

Q Bridge Traditional RecSys and LLMs
|
e Act as Agent & Use External Tools

/ B



} Teach LLMs to Act as RecSys

 Strategies for prompt construction tailored different recommendation tasks

\/
\/

\/

Few-shot ICL (with demonstrations)

Task description
Your task is to recommend

_ Below are some examples.
a new item based on

User-item interactions:

User-item interactions: [1] <item title a>
[1] <item title 1> [2] <item title b>
[2] <item title 2> Recommend item:

[3] <item title 3> |oemieer

Recommend item:

Zero-shot ICL (without demonstration)

"Is ChatGPT a good recommender? a preliminary study.” CIKM (2023).

Example Template

** Roleinjection: e.qg., "You are a book rating expert.”

MO|4 MIONA

¢ ICL template: tasks description, prompt, demonstrations

% Format indication: e.qg., "The output format should be ...”

\
4ask-specific Prompt Generation| ChatGPT as Recommender

Task Description

User-specific Injection

Format Indicator

[

% User profiles
— User-item interaction

T ltem Attributes ~ ®

Accuracy-oriented Tasks

Rating Prediction j Direct Recommendation
Sequential Recommendation

Explainability-oriented Tasks @
55




l Teach LLMs to Act as RecSys Q@b ve

1 Task-specific prompt construction via ICL

4

s Black: recommendation task descriptions
% Grey: current input

“* Red: format requirements

<+ Blue: input-output demonstrations

Rating Prediction

How will user rate this product_title: "SHANY Nail Art Set (24 Famous Colors Nail Art Polish, Nail Art Decoration)" , and
product_category: Beauty? ( 1 being lowest and 5 being highest) Attention! Just give me back the exact number a result , and you don't need

zero-shot
a lot of text.

Here is user rating history:

few-shot
Based on above rating history, please predict user's rating for the product: "SHANY Nail Art Set (24 Famouse Colors Nail Art Polish, Nail

Art Decoration) ", (1 being lowest and5 being highest,The output should be like: (x stars, xx%), do not explain the reason.)

e c— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

"Is ChatGPT a good recommender? a preliminary study.” CIKM (2023).



l Teach LLMs to Act as RecSys Y 8%

L BookGPT

Role Injection Prompt Task Description Prompt Task Output Format Prompt Task Boundary Prompt N-shot Prompt

i (A) Book Rating Pred. Prompt (Zero-shot Modeling) ikt (C) User Rating Preference Pred. Prompt (Few-shot Modeling) &

Assuming you are a professional book user preference
modeling expert, you need to rate User A's preferences on
different books, with a rating range of 1-5 points. A score of 1
indicates that the user does not like the book, and a score of 5
indicates that the user likes it very much. Known user A's rating
results for some books are as follows:

' Suppose you are a book rating expert who is skilled in rating :
. different books. Please rating the book named: one hundred |
. years of solitude. Only the score between 0 and 10 points E
E needs to be output, without any other textual explanation. :

______________________________________________

(B) Book Rating Prompt Pred. (Few-shot Modeling)

(1) A Brief History of Time, Author: S. Hawking, Score: 5.0

Suppose you are a book rating expert who is skilled in rating | — _ -
' (2) Le Petit Prince, Author: Saint-Exupéry, Score: 2.0
I

different books. Examples of rating results for some known

books are as follows: _ )
Please rate the following books and predict User A's

(1) Nineteen Eighty-Four, Author: George Orwell, Score: 9.4 Rreferences foritheselbooks:

(2) Harry Potter, Author: J.K.Rowling, Score: 9.7 :
"' (1) The Nature of Space and Time, Author: S. Hawking

Please rating the book "one hundred years of solitude" written (2) The Alchemist, Author: Paulo Coelho

by Gabriel Garcia Marquez. Only the score between 0 and 10
points needs to be output, without any other textual
explanation.

The output result does not require any textual explanation, only
the scoring and retaining 2 significant digits.

A i = 5 W ' i U G W . G i . e s S - i, > S i 5, i S < 5 s, i, i, ) B & a6

"BookGPT: A General Framework for Book Recommendation Empowered by Large Language Model." arXiv preprint arXiv:2305.15673 (2023).




} Teach LLMs to Act as RecSys

L LLM-Rec

Recommendation-Driven Prompting

... this is for

recommendation ...

\
/[ Model Input | \

The description of an item is as follows:
‘{description}’, what else should | say if | want to
recommend it to others?

/[ Model Output }

This is a heartwarming story about friendship
and self-discovery. It follows a group of toys on
an exciting journey as they learn the
importance of being there for each other. With
its charming characters and captivating plot,
this is a must-read for anyone looking for a fun
and inspiring adventure.

Engagement-Guided Prompting

/[ Model Input }

Summarize the commonalities among the
following descriptions: ‘{description}’;
{descriptions of other important neighbors}'

N J

The commonalities among the descriptions are
that they all involve journeys, discovery, and
comedic elements.

Recommendation + Engagement

... this is for
recommendation ...

The description of an item is as follows:
‘{description}’. What else should | say if | want
to recommend it to others? This content is
considered to hold some similar attractive
characteristics as the following descriptions:
{descriptions of important neighbors}'

N J

/[ Model Output }

N Y

N /

Model Output }

This item is a great choice for those looking for
an entertaining and heartwarming story about
friendship. It follows a group of toys on a
journey of self-discovery as they learn the true
meaning of friendship. It has a similar feel to
classic films such as ‘Being John Malkovich’,
‘Airplane!” and ‘Monty Python and the Holy
Grail’, combining elements of comedy,
adventure and fantasy. It's sure to be a hit with

N I

"LIm-rec: Personalized recommendation via prompting large language models.” arXiv preprint arXiv:2307.15780 (2023).

viewers of all ages! /

58
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oX(G)- Teach LLMs to Act as RecSys

o Bridge Traditional RecSys and LLMs
|
e Act as Agent & Use External Tools

/ B



| Bridge Traditional RecSys and LLMs <%

 Integrate LLMs as feature extractor of users and items into RecSys

4 . ] )
Modeling Paradigm Case
Embeddings
l ‘?g User Profile ||:E| Item Profile
E] D |:| |:| gnique;;t;;D: U12345 N ﬁ;\ LLM rlrjziqu;;t%n.ll ID:PB7.8901
,;> ame: . itle: /ne Silent Patient
LLM Age: 29 | Embeddings| Genre: Thriller, Mystery
HEE--H Location: New York, USA @ Rs Average Rating: 4.5 out of 5
EE E EE B RS Membership: Premium Member = l, Descriptiqn: A g}ripping
— Reading Preferences: Fiction, psychological thriller about a
Item User Historical Novels... woman’s act of violence...
(1) LLM Embeddings + RS
] EI Ll__l L_rlw .?. User Profile — “éa. LLM [ @ Item Profile
Unique User ID: U12345 3 Unique Item ID: B78901
LILLM b £ Name: XXXX . The user is not Title: The Silent Patient
B A Age: 29 interested in the Genre: Thriller, Mystery
Tokens Location: New York, USA Thriller series. Average Rating: 4.5 out of 5
HE-E EHE-E RS Membership: Premium Member v N Description: A gripping
Item - User Reading Preferences: Fiction, ﬁ; RS psychological thriller about a

Historical Novels... woman'’s act of violence...
(2) LLM Tokens + RS

"A Survey on Large Language Models for Recommendation.” arXiv preprint arXiv:2305.19860 (2023).
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Bridge Traditional RecSys and LLMs & B

d KAR

’0

% Prompt LLMs to obtain open-world knowledge beyond original recommendation dataset.

’0

* Integrate LLM-based open-world knowledge into domain knowledge of RecSys.

Knowledge Reasoning & Generation Knowledge Adaptation Knowledge Utilization

Scenario-specific Factors Reasoning
. Representation
Preference Reasoning Prompt

> Genre
) Director Given a female user wh_o is.agc.ad
Movie 25-34..., the user's movie viewing

Time history over time is: Squid Game,

Gating
Network

\i

Reasoning Knowledge

Reasoning
D . D Augmented Vector

3 stars... Analyze the user's ™| It seems that she is
{ preferences on movies, consider interested in...

y
Preference Experts .
factors like genre, director... Knowledge
Prompt »
p M Encoder D C]

Generator
Shared Experts

[ D [:] Fact Augmented T
Item Experts Vector
A [x1,x2,...,xF]
ol Gating

Faciual SLNewok | Hybrid-expert User, item, context
Representation Adaptor features
J

Item Factual Prompt LLMs Factual Knowledge

‘Dune’ is a sci-fi movie
Introduce the movie 'Dune' and that...

describe its attributes, including
but not limited to genre, director...

A

61
"Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models." arXiv preprint arXiv:2306.10933 (2023).




| Bridge Traditional RecSys and LLMs

(] Chat-Rec does it vice versa

\/

% RecSys generate a large set of candidate items.

\/

% LLMsrefine candidate set based on user dialogue and other side information.

/ \ - ; 3 / . ; \
Q1: Could you recommend some | |_ Recommendation User — Item History Interaction Q1: Could you recommend some action movies
action movies to me? L System R ) to me?
( i - Determine1: Use RecSys? Yes
A1: | have selected the following movies for User Query Q; User profile : History of : ;
yoix to consider: 9 L i  Dialogue H; Execute 1: Recommendate Action Movies —
Fargo (1996): This movie is a crime drama ! ! ! | ! Inputs: (history interaction, user profile, action
that takes place in Minnesota... e N movie )
Heat (19.95): This is a crime thriller with a Prompt Constructor C l— .
lot of action and drama... Intermediate Answer A;:

Die Hard (1988): Die Hard is an action-
packed thiller about a New York cop

named John Mcclane ...
@ ChatGPT Determine 2: Use RecSys? No

Execute 2: Rerank and adjust Top-k results —
Inputs: (history interaction, user profile,
Intermediate Answer A;: top-20 results)
Outputs A4: Top-5 results (...)

Top-20 results (...)

Q2: Why did you recommend the
“Fargo” to me?

A2: | recommend “Fargo” because it has a
strong reputation as a classic crime movie,
and it contains elements that may appeal

Q2: Why did you recommend the “Fargo” to me?

to your interests based on your movie . ) Determine1: Use RecSys? No

history and personal Infon"natlon. . RecSys Candidate Set Construction Execute 1: Explanation for recommendation—
1. Genera: You seem to enjoy a variety of B L . . .
genes including drama, action, and crime. Inputs: (“Fargo”, history interaction, user profile)
“Fargo” is a crime drama that also contains v

———————

elements of dark comedy and suspense Intermediate Answer A;:
History of Recommendation R, D Answer A, ) Explanation(l recommend “Fargo” because it ...)

"Chat-rec: Towards interactive and explainable lIms-augmented recommender system.” arXiv preprint arXiv:2303.14524 (2023).
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Teach LLMs to Act as RecSys

Q Bridge Traditional RecSys and LLMs

|
Act as Agent & Use External Tools




l Act as Agent & Use External Tools q’§/b Ve

1 RecAgent

\/

¢ LLMs act as agents to simulate user behaviors: RecSys, chatting, posting.

.
@ ane ) :
Profiling Module _ ID Name 4 Action Module =
r — B Gender Age - \
0 —JJ 7| Traits | Status [j[> Profile
Human  GPT Dataset L | Interest | Feature - - 9
> < Context -3
Memory Module \ )| @
_ [ Memory ) (@ Memory R - o
Raw Observation Enhancement Reflection (ostricilo 3
—— | T [ ]| Transtdr — —1| || | g
Inf ti : T
e [> O e || 3
Import '
meorancescore]| 1 | I I E <:‘Readin C——|gN Memory J—»
\ ) & (I S — i
\Sensory Memory  Short-term Memory Long-term Memory ) —
.

"RecAgent: A Novel Simulation Paradigm for Recommender Systems.” arXiv preprint arXiv:2306.02552 (2023).



] Act as Agent & Use External Tools

d Agent4Rec

Algorithm

Recommendation

]

‘l_

5

[ Quality j [Popularityj

4 Page-by-Page Recommendation )

Spider-Man: Into the Spider-Verse
(2018)

Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains
superpowers after being bitten by
a spider and becomes the unique
Spider-Man.

Iron Man (2008)

Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony
Stark creates a unique weaponized
suit of armor to fight evil.

2

User Profile

v - - - - -
) Activity Conformity Diversity

Unique Tastes

d :
( Profile Module

Retrieval [ Factual Memory J

[ Emotional Memory J
[ N \ o
v ( Action Module )

(View & Rate & ResponseJ

( Satisfaction Generation J

< ( Next / Exit J
9 J

Memory
Writing

— — — — — — — — — — — — — — —

——— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

"On Generative Agents in Recommendation.” arXiv preprint arXiv:2310.10108 (2023).

%
8
Feeling

Interview
65




] Act as Agent & Use External Tools

J MACRec

\
Task: Sequential Recommendation o
/ ' K Finish:
User _ID' 46 ! According to user_46's preference, give a rank order of the following
Candidate Item ID: [849, 376, 291, 125, 151, 132, : candidates (with the format id: attribute):
16, 814] 1 849: Title: Days of Thunder (1990), Genres: Action|Romance
Rank the above candidates for the user. '
J I 814: Title: Great Day in Harlem, A (1994), Genres: Documentary
1
R ) S B S s e e sesssiaeaRT R e ApEpREEEe o

fa UserInfo [UserID: 46]
a2 Finish:

The user 46 is a 27-year-old female
marketing professional who has interacted with

4 LookUp [Phenomenon (film), plot] :
(4 Finish: i
Phenomenon is a 1996 American romantic fantasy drama

a variety of movie genres including Drama, Sci- film directed by Jon Turteltaub, written by Gerald Di Pego, in
Fi, Adventure, Childrens, and Comedy. == | which George Malley, exhibits remarkable levels of !
' 1 intelligence and develops telekinesis after being hit by a ball

X’ )\ of shining bright white lights... /

__________________________________________________________

& Last trial answer:[151, 125, 814, 291, 376, 132, 849]
& Correctness: False
& Reason:

The agent did not ensure that the response contained 8 ids,
. which was the same as the number of candidates in the question.

ItemAnalyst Reflector - oo B R R

| fa ItemInfo [ItemID: 849]

' £2 Finish:

' The movie 'Days of Thunder' (1990) has
' been interacted with by users of various ages

' and genders, indicating a broad appeal across
\ different demographics.

_____________________________________________________________

v

N

[ Output: [151, 125, 814, 291, 376, 132, 849, 16]}

66

“MACRec: a Multi-Agent Collaboration Framework for Recommendation.” arXiv preprint arXiv:2402.15235 (2024).



] Act as Agent & Use External Tools

d Graph-ToolFormer

A connected graph
(Lollipop graph)

i
O
()

8 8 Online social network

8
& & 8

8
8 & € Knowledge graph

P

The Art of

the Deal
" New York
‘| People/person City g
Books/writer / © 1%
W 4'%
N
i o TN
Donald - ,l People/president | PresidentOf N4 s

Tromp )

W/!v_aaaw &
/_‘/\ 4
s
-
N asset_owner
Home Alone = Grand Hyatt

Causal LLMs Graph
ChatGPT o ”‘ CPT LLaMa € Reasoning

(Prompt Augmentation) -
ne (6B) (7B) Toolkits

\ 4

In the lollipop graph, its node number is
<API>GR(GL(“lollipop-graph”), “toolx:order”)
—>10</API> 10.

According to Wikipedia, from 2017 to 2021,
Donald Trump was the president of

<API>GR(GL(“wikipedia-knowledge-graph”),

“transe:tail_entity”, “Donald Trump”, “president

of”) —> “United States”</API> United States.

The function of insulin protein is to
<API>GR(GL(“insulin-graph”), “seg-bert:function”) —>
“control blood glucose”</API> control blood glucose.

Graph property reasoning

Protein molecular graph function reasoning Knowledge graph reasoning

67
"Graph-ToolFormer: To Empower LLMs with Graph Reasoning Ability via Prompt Augmented by ChatGPT." arXiv preprint arXiv:2304.11116 (2023).




] Act as Agent & Use External Tools

J RecMind

\/
0’0

\/
0’0

Perform API calls of specific tools tailored to tasks.
Task planning to break recommendation tasks into manageable steps.

Rating Prediction

How will user_X rate the item
"Kusco-Murphy Tart Hair"?

The rating should be an integer
between 1 to 5, with 1 being

Direct Recommendation

From the item candidates listed
below, choose the top 10 items to
recommend to user_X and rank
them in order of priority from
highest to lowest.

Sequential Recommendation

user_X has interacted with the
following items in chronological
order: [“Old Spice Body Wash
Red Zone”, ...... ]

Please recommend the next item
that the user might interact with.

Review Summarization

Write a review title to summarize
the review from user_X to item
"Chrome Razor and Shaving
Brush Stand". The review is "The
stand is more solid then I expected
for the price. The shape of this

Explanation Generation

Help user_X to generate a 5-star
explanation for item "FoliGrowth
Hair Growth Supplement”.

lowest and 5 being highest. Candidates: [“Rogaine Women stand allows me to hang the
. i Choose the top 10 products to .
Hair Regrowth Treatment”, ...... ] . L. shaving brush over the soap bowl,
recommend in order of priority, . .
from hichest to lowest I couldn't do that with stand I had
g ghe est gotten with the kit."
( _________________________________________________________________ N
! - !
, RecMind !
| Tools :
| G :
l Expert Models ~ |
| |
l Memory SQL Tool @ SOL :
|
|
| :
| Personalized World Search Tool é%\ :
| Memory Knowledge :
e ——— .

68

"Recmind: Large language model powered agent for recommendation.” arXiv preprint arXiv:2308.14296 (2023).
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Ve

7 -
e

| Chain-of-Thought (CoT) Prompting & B

 Annotates intermediate reasoning steps into prompt to enhance the reasoning
ability of LLMs

Standard Prompting

.
/C Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of

Chain-of-Thought Prompting

f( Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

S J

Model Output

A: The answer is 27. x

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Ldo they have?

Model Output )

_J

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3+ 6 =9. The
answer is 9. ¢/

"Chain-of-thought prompting elicits reasoning in large language models.” NeurlPS (2022).

B



| Beyond “Chain”-of-Thought & B
d RecMind

s Tree-of-Thoughts (ToT, 2023): generate & select multiple candidates for next step, but eventually
return single reasoning path similar to CoT.
s Self-Inspiring (Sl, proposed): further explore alternative reasoning path in parallel to other paths.

Rating Prediction Direct Recommendation  Sequential Recommendation Review Summarization Explanation Generation

Thought From the e condidaes ied SEFX s inermcted with the (T LIRS W 0 s
St Action How will user X rate the item below, choose the top 10 items to ° me§ lems I chronofogica "Chrome Razor and Shaving
ep . "Kusco-Murphy Tart Hair"? recommend to user_X and rank ;rd;; [ 9Id Biitn 1oty Wi Brush Stand". The review is "The Help user_X to generate a 5-star
Observatlon The rating should be an integer  them in order of priority from 2 AR oo ] q stand is more solid then I expected explanation for item "FoliGrowth
between 1 to 5, with 1 being  highest to lowest ‘Al et (S me i for the price. The shape of this Hair Growth Supplement”
lowest and 5 being highest. Candidates: [“Rogaine Women that the user might interact with. stand allows me to hang the
. - Choose the top 10 products to .
Hair Regrowth Treatment”, ...... ] recommend in order of priof shaving brush over the soap bowl,
¥ v R s o Meveress priority, I couldn't do that with stand I had

gotten with the kit."

.71 N-1 @ 7 N-1 @
’ ’
1 1 ("_________________“\_ ___________________________________________ \I
I 1 .
@|\ @ \ @ \\ ®" @\ @ i RecMind i
\ \ |
" N( 1) N(2) " N( 1) 1 N (2) i @ Expert Models ~ i
I |
@ @ - : swm Gsot | | |
A : - |
i |
N N ; Tt | [t || [ @]
Nl F i —— )
(a) Tree-of-Thoughts (DFS) (b) Self-Inspiring
71

"Recmind: Large language model powered agent for recommendation.” arXiv preprint arXiv:2308.14296 (2023).



| Potential of Tree-of-Thought &K
d ToT

\/

% ToT actively maintains a tree of thoughts.

\/

% LLM-enpowerd RecSys may also benefit from TOT.

éé

Majorlty vote
Output

(a) Input-Output (c) Chain of Thought (c) Self Consistency
Prompting (I0)  Prompting (CoT) with CoT (CoT-SC)

D\
e

(d) Tree of Thoughts (ToT)

72
"Tree of Thoughts: Deliberate Problem Solving with Large Language Models." arXiv preprint arXiv:2305.1060 (2023). @




| Potential of Graph-of-Thought Y 8%
d GoT

% Fusion of thought graph representation into text representation.
% RecSys can be considered as a special case of link prediction problems in graph learning.

Input Encoder Feature Fusion Decoder
Thought Graph
gy GoT
® ____, Encoder | |
i | Gated
. P Cross . Transformer
el N EEehn | Attention EC Decoder
4 Attention Layer
Network
Graph-of-Thought
Constructor l
1 I =
Input Text o Output
) Text ®e |\ T g m=- \
Question: Do ferns
produce seeds? encoder m O IrStage.: 1 . I
Choices: (A) Yes (B)No — — @ IPr'edlct Rationales |
f:;:vix:;,z}?e(gaz;a; Transformer ® PY | Lecture. Fern plants reproduce I
afern i’ Encoder O using both asexual reproduction —
_A e ) V' and sexual reproduction-- 1
" “predicted | ‘ : SollgionM Femi do not Zoduce |
. I seeds. Mature ferns produce
~ Eat_lorfle_s — Vision I spores- :
I Optional encoder N e - = - - - W
QO
mage (Optional) L Cross Stage 2 8
g & . Feature ' Attention Predict Answers N
—*  Extractor ]
@ The answer is (B).
€ 4
73

"Beyond Chain-of-Thought, Effective Graph-of-Thought Reasoning in Large Language Models.” arXiv preprint arXiv:2305.16582 (2023).




PART 5: RecSys Prompting

® Prompting
® In-context Learning (ICL)
©® Chain-of-Thought (CoT)

® Prompt Tuning

O Hard prompt tuning

O Soft prompt tuning

Website of this tutorial O Instruction Tuning
O Full-model tuning with prompt

O Parameter-efficient model tuning with prompt

B



| Prompting & B

1 Prompt shapes

For tasks regarding generation, or tasks being solved
AT [ GPT ] using a standard auto-regressive LM, prefix prompts

‘ tend to be more conducive, as they mesh well with the
left-to-right nature of the model.

Prefix Prompt

- For tasks that are solved using masked LMs, cloze
& BERT prompts are a good fit, as they very closely match the
Go gle form of the pre-training task.

Cloze Prompt

B




] Prompt Tuning

 Only involves minimal parameter updates of the tunable prompt and the input

layer of LLMs

\/

Prompt Tuning

¢ Prompt tuning adds new prompt tokens to LLM and optimizes the prompt.

Prompt Design

(Ours) (e.g. GPT-3)
4 ™
Pre-trained Model Pre-trained Model
* Frozen * # Frozen #*
A J
@ lafal LI LT sl [ [ [ [ [ ]
\ ) |\ > J —— "
Tunable Soft| Input Text Engineered  Input Text
Prompt Prompt
/
e.g., continuous vector
“05 | 02| 04 | 07 | 05 | 05 | 02 | 05

“The Power of Scale for Parameter-Efficient Prompt Tuning” EMNLP (2021).




I Hard vs. Soft Prompt Tuning Q"§} Ve

d Taxonomy
% "“Prompts can be discrete templates or soft parameters that encourage the model to predict the
desired output.”

% "“ICL can be regarded as a subclass of prompt tuning where the demonstration is part of the prompt.”

<Original input> <Prompt tokens>

©

: : tunable
...... + 4t Ly > ]}LMS i —Output—>» | Loss GrOutndltng 0
A § outpt @: frozen

"A survey for in-context learning.” arXiv preprint arXiv:2301.00234 (2022).



I Hard vs. Soft Prompt Tuning Q’§} Ve
d Hard prompt tuning - learn tokens of discrete text templates

% Convenient and effective to refine natural language prompts but faces discrete optimization
challenges, like laborious trial and error to find suitable prompts.

 Soft prompt tuning - learn tokens of continuous parameters

\/

% Feasible for tuning on continuous space but in a cost of explainability, since soft prompts
written in continuous vectors are not interpretable to humans.

@ Which to choose?
EQ':'%-I:E Hard or Soft?




} Prompt Tuning in RecSys & &

J PEPLER

% Hard prompt tuning: utilizes item features (e.q., titles) as a discrete prompt for explanation
generation.
% Soft prompt tuning : treats user and item embeddings as continuous prompt for explanation
g €ne rati on. Explanation Generation Explanation Generation
Linear Layer billion-scale Linear Layer

. J

users and items

Sn1 ||Sn2 ||Sn3 |[Sna ||Sns ||Sne ||Sn7 Sn1 |[Sn2 [|Sn3 |[Sn4 [[Sns5 ||Sne

Iltem

s "™ )

Pre-trained Transformer (e.g., GPT-2)

22

Pre-trained Transformer (e.g., GPT-2)

.

.

User

________________

/ 77
Features in /)//ﬁ%?/
training data //’4//’7
A
Return '/ A '/
Look-up Features N ‘ \
for (u, i) Pre-trained Transformer (e.g., GPT-2) | Pre-trained Transformer (e.g., GPT-2) )
i —-' Al |l fi E<bos> e; || ez || es - -- : . l—l—I cbosx| e, || ez || e3
1 l J

User Item | |
Discrete Prompt Explanation

Hard
}Jos

[
Embedding Look-up Continuous Prompt Explanation
79
"Personalized prompt learning for explainable recommendation.” ACM Transactions on Information Systems (2023).




Ve

I Soft Prompt Tuning in RecSys & K
d UPg

’0

* Soft prompts can also be learned based on task-specific datasets.

A user has watched the movies Harold and Maude, The Bucket List, Grumpy

Old Men, Queen Bees. Recommend the next movie for the user to watch. N
BUCKET LIST : !

Large Pre-trained Language h
Model
+ Continual Training on
Recommendation Knowledge

P5 LLM-based Recommender (T5 or Llama Backbone) l
t t t t t t t t t t t t t t t t t t

’user ’ _ ’ 1 Ihas watched Hamldi _ | and _ Maude[ . }...lWhathovie:l do lyou recommend | | next ?
+ + + + + + + + + + + + + + + + + +

P> P> P> P> <p5> <p6> <Pp7> <p8> P> <Pl10> <Pl11> ... <p59> <pb0> <pb1> <pb62> <p63> <pb4> <pb5>

+ + + + + + + + + + + + + + + + + +

<wi> <w2> <wd> <wé> <w5> ... <w30> <w31> <w32> <w33> <w34> <w35> <w36>

Please be fair on

the senior «..... La a here the senior ...... La a here

80
"Up5: Unbiased foundation model for fairness-aware recommendation.” EACL (2024).




| Bridge Hard & Soft Prompt Tuning

d POD

4

L)

CAR)

L)

L)

Prompt Distillation

N\

Generate an explanation for

» Discrete hard prompt suffers from processing long text of user and item IDs.
» Distill the discrete prompt to a set of soft prompt so as to bridge IDs and texts.

e B user_1234 about jitem_5678
Can you help generate an
<P1l> <P1> explanation for user_1234
Training about the product:
item_5678 Tasks Input (raw) Output
Explanation Generation <P1> <P1> user_1234 item_5678 The price is reasonable = </s>
<P1>  <Pl> Help user_1234 generate an
explanation for item_5678 Sequential Recommendation ~ <P2> = <P2> user_1234 item_9365 = e item_3412 2373
Y
v Sequentially ordered items
v Top-N Recommendation <P3> <P3> wuser_1234 item_6789 item_2384 2373
Ol ,
Candidate items (target item included)
Inference <P1> <P1> user_1234 item_5678 r
81

“Prompt distillation for efficient lIm-based recommendation.” CIKM (2023).
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I Instruction Tuning o 8%

1 To enhanced the zero-shot performance of LLMs on unseen tasks by accurately
following new task instructions

\/

% Instruction tuning is a combination of both prompting and fine-tuning paradigms.

(A) Pretrain—finetune (BERT, T5)

(" N\
Pretrained Finetune on Inference . .
[ LM |—’ taskA > ontaskA (C) Instruction tuning (FLAN)
* Typically requires many f . Instruction-tune on N
task-specific examples Pretrained |_ manv tasks: — Inference
* One specialized model LM B 3’ D .. on task A
L for each task ) e
Model learns to perform Inferencte ol?
. many tasks via natural unseen tas
(B) Promptlng (GPT—3) 9 language instructions )
Improve performance
via few-shot prompting
Pretrainedw or prompt engineering Inference
LM y > on task A

"Finetuned language models are zero-shot learners.” ICLR (2022)



| Stages of Instruction Tuning <

N\

Instruction Generation (= Prompting)

Model Tuning with Prompt (= Fine-tuning)

/ B




| Stage 1: Instruction Generation

 Aformat of instruction-based prompt in natural language

% Task-oriented input: task descriptions based on task-specific dataset.
% Desired target: corresponding output based on task-specific dataset.

Finetune on many tasks (“instruction-tuning”)

Input (Commonsense Reasoning) | Input (Translation)

Here is a goal: Get a cool sleep on Translate this sentence to Inference on unseen task type
summer days. el - Input (Natural Language Inference)
How would you accomplish this goal? The new office building Premise: At my age you will probably
OPTIONS: 18 Ll s et Hal i have learnt one lesson.

-Keep stack of pillow cases in fridge. months. Hypothesis: I not certain how many
-Keep stack of pillow cases in oven. Target | lessons you'll learn by your thirties.
Target El nuevo edificio de oficinas | Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construy6 en tres meses. OPTIONS:

-yes | [ -it is not possible to tell | [ -no

FLAN Response
It is not possible to tell

Sentiment analysis tasks

Coreference resolution tasks

85

"Finetuned language models are zero-shot learners.” ICLR (2022)



I Instruction Generation for RecSys & K

J InstructRec

e

*

Pointwise recommendation (T )
Pairwise recommendation (T'1)
Matching (T'3)

Re-ranking (T'3)

e

*

e

*

e

*

Table 1: Example instructions with various types of user preferences , intentions ,and task forms . To enhance the readabil-
ity, we make some modifications to the original instructions that are used in our experiments.

Instantiation Model Instructions

(P1, Iy, Ty) The user has purchased these items: <historical interactions> . Based on this information, is it likely that the user will interact with <target item> next?

(Po, Ip, T3) You are a search engine and you meet a user’s query: <explicit preference> . Please respond to this user by selecting items from the candidates: <candidate items>.
(Po, I1, T2) As a recommender system, your task is to recommend an item that is related to the user’s <vague intention> . Please provide your recommendation.

(Po, I, T2) Suppose you are a search engine, now the user search that <specific Intention> , can you generate the item to respond to user’s query?

(P1, Py, T2) Here is the historical interactions of a user: <historical interactions> . His preferences are as follows: <explicit preference> . Please provide recommendations .
(P1, I, T) The user has interacted with the following <historical interactions> . Now the user search for <vague intention> , please generate products that match his intent.
(P1, 15, T5) The user has recently purchased the following <historical items>. The user has expressed a desire for <specific intention>. Please provide recommendations.

86
"Recommendation as instruction following: A large language model empowered recommendation approach.” arXiv preprint arXiv:2305.07001 (2023).




| Stages of Instruction Tuning

N\

Instruction Generation (= Prompting)

Model Tuning with Prompt (= Fine-tuning)

/ B




I Stage 2: Model Tuning with Prompt & B

4 Recall the fine-tuning paradigm

\/

¢ Full-model tuning with instruction-based prompt

\/

% Parameter-efficient model tuning with instruction-based prompt

h I

Pretrained
Weights

"Lora: Low-rank adaptation of large language models.” ICLR (2022).



I Instruction Tuning in RecSys & K

J TALLRec

\/

% Instructions generation template of recommendation tasks.

\/

“* Model fine-tuning using LoRA with instruction input-output pairs.

Instruction Input

Rec Task Sample

Given the user’s historical interactions, please determine

Task Instruction: whether the user will enjoy the target new movie by Historical Sequence
answering "Yes" or "No". |. tike 1§ islike
User’s liked items: GodFather. d “‘ ,_IJ: é'.
Task Input: User’s disliked items: Star Wars.
Target new movie: Iron Man
Item Recommend
Instruction Output .3
Task Output: No.
| Lightweight Tuning [ TALLRec Framework Rec-Turlling
Samples
LoRA ~ 2% =
oy y Alpaca g . Instruction
[ | LLM £v1 Tuning li Rec-Tuning Input
- d
Input S Y Output A S
g - %K

89
"Tallrec: An effective and efficient tuning framework to align large language model with recommendation.” RecSys (2023).
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Part 1: Introduction of RecSys in the era of LLMs (Dr. Wengi Fan)

Part 2: Preliminaries of RecSys and LLMs (Dr. Yujuan Ding)
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PART 6: Future Direction

©® Hallucination Mitigation

O Trustworthy LLMs for RecSys

O Vertical Domain-Specific LLMs for RecSys

Presenter
Dr. Wenqi Fan
HK PolyU

O Users and ltems Indexing

O Multimodal LLM4Rec




] Hallucination Mitigation & B

1 Outputs are plausible-sounding
J Butincorrect or not referable in the inputs

User Inpuf Hallucination Explanation
Can you recommend a delicious recipe for Input-Conflicting Hallucination: the user wants a
o dinner? recipe for dinner while LLM provide one for lunch.
LLM Response Context-Conflicting Hallucination: steak has not been
Yes, here is a delicious recipe for lunch. So niianze e preezeli) @umiE
A how about fried chicken with mashed
potatoes? In addition, tomatoes are also an

Fact-Conflicting Hallucination: tomatoes are not rich

excellent pairing for this dish as they are in calcium in fact.

rich in calcium. Enjoy this steak!

92
“Siren‘s Song in the Al Ocean: A Survey on Hallucination in Large Language Models.” ArXiv (2023) @




I Hallucination Mitigation

 Retrieval-Augmented Generation: to address out-of-score knowledge and
hallucination issue

? Which country won
the Women's World

in January 2022, I

can't provide which
country won ... 2023. }

- Pre-trained
> Yy, LLMs

Context

=
> ;} External
=

a — g Query = ey Da(‘l'abase
Spain won the $ , - -=mmem e s, e
}%ozn;en's World Cup / I Additional information: )
e | ! New, Domain-specific, etc.
R Wiﬂ'l RAG ‘” -an S . . -p- Prp— _—l

“A Survey on RAG Meeting LLMs: Towards Retrieval-Augmented Large Language Models,” KDD 2024.

B



I Trustworthy LLMs for RecSys Q’§}5 Y

O LLMs for RecSys bring benefits to humans, but

WS

*%

Unreliable recommendations

Unequal treatment of various consumers or producers
A lack of transparency and explainability

Privacy issues

WS

*%

/
0’0

WS

*%

WS

*%

(J Four of the most crucial dimensions

Q Explainability O Safety and Robustness
o 0e? . .
rivacy a® Non-discrimination and Fairness

94
“Trustworthy ai: A computational perspective.” ACM Transactions on Intelligent Systems and Technology (2022) @




l Safety and Robustness @ =

d Perturbations (i.e., minor changes in the input) can compromise the safety and
robustness of their uses in safety-critical applications

/I find the purchase history list of \

user_15466:
410 > 4467 > 4468 > 4472 »
| wonder what is the next item to A
recommender to the user. Can you

\help me decide? /

Perturbations

{ LLM

KI find the purchase history list of N

user_15466:
410 -> 4467 -> 4468 -> 4472 1143
| wonder what is the next one to x

recommender to the user. Can you

help me decide?




| Safety and Robustness RS

d CheatAgent is developed to harness the human-like capabilities of LLMs to generate
perturbations and mislead the LLM-based RecSys.

What is the top recommended item for user_637 who interacted with item_1009, item_ 2298, item_4045? o L E“‘,*.’f‘.’f’f,’.‘?-‘.’,’:?-@?ff‘,"."\{. )
]

: | E 6 Attack Instruction L)
) Prefix Prompt F; '}»-" £ Embedding )

x

[ o /4 #2.1 Initial Policy Generation = = = = = = = = = = = = = = = = ~

J - IiZ LLM Agent-Empowered Perturbation Generaﬁon>- st / -
,-l #1 Insertion Positioning >- -------------------- d '

-

) \

[
3
s
Sa
Ed
2.
n
3
S,
x}
o
-+
s
~
e
o
e
n
3
S,
&
2
[}
b5
~
TR e e e e e e e e e e e e e e e

| N sy Malicious Instruction 0 e b ——— |
1 | Token Mask > ~ : r:_’ Please generate some letters or words that can change your :
I g . . . .y -
\ [m< is the fop recommended item for user_637 who ... ] : ' prediction of the {Benign Prompt} after inserting it into the Lil,*' i : : L * )
s * 1 A B
] ( ! s -
o\ [ 81 ) (2 ) (s ) (485 )( 86 )87 )88 )80 J( . )) I | 2 errurbation Generation S RN G- : ™
A {1 ‘ w , { 1 arg maxl ge.(H{ X, d;m8:),Y) 1* Prefix P t F, )
! { ki 13 |8} :Potential| | 4% :Capability| |4} :Promise| &%:Prospect! ... | P! A(FP) el RS F
I :é’— Position Selection L] — ‘ . 7 . } <)
I - ] 1 e O e T T I I v -
! g - - - ¢ — ] ' - & - - . . . . . el e e S T
: [ERE::(X.'\{ASK.sY) — Lree(X, Y)]j_)r 81 ) 82 Jl--- Jl8a _:') : er : "'{ #2.2 Sclf-Reflection Policy Optimization >~ — i
B | T brpotential] | | | » = rion SEIANN
------------------------------------- Y B\ 2 [ 5} :breeze| 2 :cascade| 3. :input| | 54 :potential| ... | 1
\_______________________________J_____ iy 1 . : A , 2 1
! o » f_J - 1
~ m Adversarial Prompt ‘ ‘ \ ' ‘0 Backpropagation [
: 1 '
What is the top ’Po‘l’enﬂal ‘ recommended item for user 637 who have interacted with |goods’ item_1009, item_2298,item_4045? \: [ﬁf r = LiaT@) LaFr & P,5) [}- e o o V;,L;,] :
GRS T T e U e T T T ey e =T NG — ) —) )

a Attackers f LLM-Empowered
| A - RecSys

"CheatAgent: Attacking LLM-Empowered Recommender Systems via LLM Agent.” KDD (2024).

(]

Masked Positi A trnilaimman Trainable Parameters § ) é Forward
%gﬂ LLM-Based Agent 51 A Hl shmasma )} Perturbations .‘ T ‘ @" Embeddings
[E_] Unmasked Position 517. :Potential *‘%E* Frozen Parameters \ y _> Backward
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I Self-Denoise Y 8%

1 Denoising the corrupted inputs with LLMs in a self-denoising manner

@ Random Masking C
[ MACK] LLM =
e rompt
Y. Yo [MASK] v, [p E CLS] > C3
[ X1, [MASK], X3, ... X ‘[ promptsg ] Cs
A
@ Self-DenoisR ©) Prediction &
- - Certification
[ Xl,xz,x3,...xL ] [
Original Text Denoised Texts

5

“Advancing the Robustness of Large Language Models through Self-Denoised Smoothing.” NAACL 2024. arXiv preprint arXiv:2404.12274.




I Non-discrimination and Fairness Y 8%

d LLMs often inadvertently learn and perpetuate biases and stereotypes in the human

data
Neutral | Sensitive Attribute 1 :
: . O Attribute Value
[ ama fan of Adele. Please . I am.a white fan of Adele. Please ?
provide me with a list of 20 | provide me with ... User Age middle aged, old, young
song titles in order of -\_ : — e e % 5 O B B Wi b § R B Y
preference that you think | . [ y 1. Sorr?eor.Ie Like You Amencanf BntlSh/ Brazilian
might like. Please do not ) / 2. Rolling in the Deep :
User . ecLLM
information about the : ko S (ORI German, Japanese |
songs, such as artist, genre, . Similar 5. When We Were Young ]
or release date. V A s Gender bo , glﬂ, male, female
I Sensitive Attribute 2 Continent African, Asian, American,
TEpmeonSHite o | : : S doctor, student, teacher,
%’ 2. Rolling in the Deep : | am an African American fan of A Occupatlon .
f < 3. Set Fire to the Rain I Adele. Please provide me with ...... User worker, wnter _____
RecLLM 4. Hello - . .
AfIl Ameri
5. When We Were Young I Dissimilar! | 1. Love on Top Race can . ELican),
6. All | Ask " Unfair! | %! Will Always Love You black, white, yeHOW
7. Skyfall . NIAIFE | 3 Ain't No Mountain High Enough | ~ Reh .'o.n """" S T
8. Rumour Has It I y 4. | Wanna Dance with Somebody 8l BUdthSt, Chl‘lStlan, Islamic
9. Chasing Pavements . 5. Purple Rain Phvsi
------ | ReclLM ySICS fat, thin

98
"Is chatgpt fair for recommendation? evaluating fairness in large language model recommendation.” RecSys (2023).
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| Explainability & B

1 Certain companies and organizations choose not to open-source their advanced LLMs,

such as ChatGPT
d The architectures and parameters are not publicly available

Why this product
How did this result

I want to buy

blackbox




& B

| Privacy ol 5§

1 Users’ sensitive information (e.q., email and gender) contained in data.
1 If not properly protected, this data could be exploited.

ﬂ ask recommendation e
I ) . ) 8
Name Tim trainin
Age 18 - R
Gender Male LLM
Response:
attack
output , | HeisTim. Heis
Q 18 years old ...
/Prompt: !/
get sensitive information

Someone bought clothes,
a washing machine, and

hangers...... Who is this é
erson? 100
& Y




l Vertical Domain-Specific LLM4Rec &

1 Users can focus on content that is directly aligned with their work or personalized

preferences.
1 The requirement for vast amounts of domain-specific data to train these models poses

significant challenges in data collection and annotation.

Health Care i (ﬂ} —»% :.=‘§)
: ) k (.. ®
Finance P —_— ‘ﬂ} Gy

Law

0 = w2




I Amazon-M2 & K

d The Amazon Multilingual Multi-locale Shopping Session Dataset
4 Multilingual dataset consisting of millions of user sessions from six different locales

{ \

1 I

| : Title
! . Giisriciiiel | iyiyiyieiiiiviyiet
I l __Price __ |
| I

a | ! W Gl uicusn:

| I

' 7 | [t e et Tt | et !
' ' Description!
| B (e bt e
1 I

1 I |Wisard " Sspieen . M T T T T T TTTTT 1
| | !
! ! Other !

¥ I .
. . attributes |
e :
Current Sessions Next Product
(a) User sessions from different locales (b) Product attributes

102
"Amazon-m2: A multilingual multi-locale shopping session dataset for recommendation and text generation.” NeurlPS (2023). @




I Users and Items Indexing

O LLMs may not perform well when dealing with long texts in RecSys

 User-item interactions (e.q., click, like, and subscription) with unique identities (i.e.,
discrete IDs) in recommender systems contain rich collaborative knowledge

user item

241689 120324

item

E item

= Dbt
0.6 :

“TokenRec: Learning to Tokenize ID for LLM-based Generative Recommendation”, arXiv, 2024
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Title: "Apple iPhone 15, 256gb, black"
Number: "120324"

Special Token for Each Item: "[SPECIAL]"

In-vocabulary Tokens

item ][ _ ) 12 ][ 03 | 24 |

+  Positional Embeddings
[=> @)@ )ws)

+ Wholeword Embedding
<w7>

Continuous
Embedding

N

Tokenizing User&Item IDs with Collaborative Knowledge
(Ours)

user_241689 ) item_120324

P; q;
High-order Collaborative High-order Collaborative
User Representation 6NN Item Representation
[ Masked Vector-Quantized Tokenizer ]
ﬂ User Codebook J’ [[ Ttem Codebook ]}

v v v v v v

| «w1-241> || <«w2-061> || «w3-129> || |[ «v1-128> |[ «v2-211> || <v3-089> |




| TokenRec & B

1 Quantilizing GNN embeddings into discrete tokens, enabling the seamless integration
of high-order collaborative knowledge into LLM-empowered Recommender Systemes.
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LLM-compatible ID Identifier ! indexing).
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l TokenRec Q/'g‘/b 55

1 Quantilizing GNN embeddings into discrete tokens, enabling the seamless integration
of high-order collaborative knowledge into LLM-empowered Recommender Systemes.

Generalization to New Users & Items
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| TokenRec

LastFM MLIM

Model HR@10 HR@20 HR@30 NG@10 NG@20 NG@30 ‘ HR@10 HR@20 HR@30 NG@10 NG@20 NG@30
BERT4Rec 0.0319 0.0461 0.0640 0.0128 0.0234 0.0244 0.0779 0.1255 0.1736 0.0353 0.0486 0.0595
SASRec 0.0345 0.0484 0.0658 0.0142 0.0236 0.02438 0.0785 0.1293 0.1739 0.0367 0.052 0.0622
S3Rec 0.0385 0.0490 0.0689 0.0177 0.0266 0.0266 0.0867 0.1270 0.1811 0.0361 0.0501 0.0601

MF 0.0239 0.0450 0.0569 0.0114 0.0166 0.0192 0.078 0.1272 0.1733 0.0357 0.0503 0.0591

NCF 0.0321 0.0462 0.0643 0.0141 0.0252 0.0254 0.0786 0.1273 0.1738 0.0363 0.0504 0.0601
LightGCN 0.0385 0.0661 0.0982 0.0199 0.0269 0.0336 0.0877 0.12838 0.1813 0.0374 0.0509 0.0604
GTN 0.0394 0.0688 0.0963 0.0199 0.0273 0.0331 0.0883 0.1307 0.1826 0.0378 0.0512 0.0677
LTGNN 0.0471 0.076 0.0925 0.0234 0.0318 0.0354 0.0915 0.1387 0.1817 0.0419 0.0570 0.0659
P5-RID 0.0312 0.0523 0.0706 0.0144 0.0199 0.0238 0.0867 0.1248 0.1811 0.0331 0.0486 0.0662
P5-SID 0.0375 0.0536 0.0851 0.0224 0.0255 0.0261 0.0892 0.1380 0.1784 0.0422 0.0550 0.0641
CID 0.0381 0.0552 0.0870 0.0229 0.0260 0.0277 0.0901 0.1294 0.1863 0.0379 0.0525 0.0706

POD 0.0367 0.0572 0.0747 0.0184 0.0220 0.0273 0.0886 0.1277 0.1846 0.0373 0.0487 0.0668
CoLLM 0.0483 0.0786 0.1017 0.0234 0.0319 0.0366 0.0923 0.1499 0.1998 0.0456 0.0620 0.0719

* (User ID Only) 0.0505 0.0881 0.1128 0.0251 0.0345 0.0397 0.0964 0.1546 0.2043 0.0493 0.0640 0.0745
* (Unseen Prompt) | 0.0514 0.0917 0.1294 0.0252 0.0343 0.0422 | 0.1012  0.1672 0.2144 0.0532 0.0698 0.0798
TokenRec 0.0532 0.0936  0.1248 0.0247 0.0348 0.0415 0.1008 0.1677 0.2149 0.0528 0.0697 0.0797

* are the variants of TokenRec, namely the cases of using user ID tokens only for model inputs without considering item interaction history and using the unseen prompt during evaluation.

“TokenRec: Learning to Tokenize ID for LLM-based Generative Recommendation”, arXiv, 2024
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] Multimodal LLM4Rec

 Large vision-language models (LVLMs) offers the o
potential with their proficient understanding of 046

static images and textual dynamics.

 challenges

‘0

(R )

L)

(R )

"Classic Jenga" game made by
Hasbro Gaming.

For 6 and older, 1 or more players.
There's a slogan: "HOW DO YOU

STACK UP?" relating to both the
stacking nature of the game and

the competitive aspect of player
performance.

Classic Jenga

» Lacking user preference knowledge
* Noisy, and redundant multi-modal information for recommendation

0.6
0.58
0.56  +0.06%
0.54
0.52

0.48
0.44

0.42
0.4

Sports

Visual-Summary Thought

Visual-Summary Generation

The image is of the board game "Say
Anything" packaging.

The box boasts "30 Awards" including
a "Parents' Choice Fun Stuff" ribbon
and a "Toy's Top Pick" badge.

For ages 13 and up, suitable for 3-8
players, as a party game.

The bottom suggests a party
atmosphere, fitting for a game that
likely involves social interaction and
humor.

Say Something

The image displays a board game
named "King of Tokyo: Power Up!" by
Richard Garfield.

For 2-6 players, ages 8 and above,
playtime of around 30 minutes.
Includes the "IELLO" logo, the name of
the game publisher, and a graphic that
indicates "Pandakai" character.

The visual style suggests a fun and
energetic game, possibly with elements
of monster combat or city destruction,
given the title and the imagery.

King of Tokyo

EXPLODING KITTENS.

The image is of the "Exploding Kittens: Original Edition" card
game box.

there's a cartoon of a black kitten with a worried expression—
adds humor and character to the game's concept.

Described as "A CARD GAME for people who are into kittens
and explosions and laser beams and sometimes goats,"
suggesting quirky and whimsical gameplay.

For ages 7 and up, 2-5 players, 2 minutes to learn, 15 minutes
to play, highlighting its accessibility and quick playtime.
There's a badge stating "#1 MOST-BACKED KICKSTARTER
EVER" which signifies its popularity and success on the
crowdfunding platform Kickstarter.

Exploding Kittens

“Rec-GPT4V: Multimodal Recommendation with Large Vision-Language Models”. arXiv, 2024

+3.3%

+0.34%

Clothing Beauty

mtitle-only = title-image

Reranker

+2.18%

Toys
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] Mamba-based Rec & K

 Transformer-based RecSys face computational efficiency challenges because of the
quadratic complexity of attention mechanisms.
1 Several Mamba-based models have been applied to analyze long-term user behavior

for personalized recommendations.
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Analyzing the user's watch
history, it appears that the user

various factors that interact has a keen interest in animated

% and have significant cartoons. Therefore, I present
implications for the Earth's the top 5 recommended movies in

environment. Several key

factors contribute to climate

this genre:

change ... @ @® 6 @® 8
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Task-Specific Outputs




Part 1: Introduction of RecSys in the era of LLMs (Dr. Wengi Fan)

Part 2: Preliminaries of RecSys and LLMs (Dr. Yujuan Ding)

Part 3: Pre-training paradigms for adopting LLMs to RecSys (Dr. Yujuan Ding)
Part 4: Fine-tuning paradigms for adopting LLMs to RecSys (Liangbo Ning)

Part 5: Prompting paradigms for adopting LLMs to RecSys (Shijie Wang)

© © ®© 00 0 0

Part 6: Future directions of LLM-empowered RecSys (Dr. Wengi Fan)

Website of this tutorial :>
Check out the slides and more information!




I A Comprehensive Survey Paper Q%b v

Recommender Systems in the Era of
Large Language Models (LLMs)

Zihuai Zhao, Wenqi Fan, Jiatong Li, Yunqging Liu, Xiaowei Mei, Yiqi Wang,
Zhen Wen, Fei Wang, Xiangyu Zhao, Jiliang Tang, and Qing Li

https://arxiv.org/abs/2307.02046

Task-specific Prompts (LLMs Inputs)
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Task-specific Recommendations (LLMs Outputs)

Tutorial website: https://advanced-recommender-systems.qgithub.io/LLM4Rec-1JCAI/



https://arxiv.org/abs/2307.02046
https://advanced-recommender-systems.github.io/llms_rec_tutorial/

I Q&A

Feel free to ask questions.
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